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Bonjour,



J'ai un problème récurrent sur un de mes serveurs. De temps en temps, il monte terriblement en charge (très très rapidement) et semble surtout saturer au niveau des I/O du disque dur.



Cela fait planter le kernel, ce qui n'est pas gloups.



Le problème, c'est que je ne trouve rien de parlant dans les logs et que je n'ai aucune idée de ce qui provoque ce problème.





Comment faites-vous pour savoir, après un crash, ce qui a été la cause du problème lorsqu'il s'agit d'un écroulement sous la charge ?  (parce que, finalement, à part le syslog…)



Comment monitorer cela au mieux et empécher ce genre d'accidents ?





J'utilise déjà monit sur mes process importants mais j'ai de gros doutes quand à son efficacité (la plupart du temps, je constate que monit ne surveille plus rien et je dois en permanence relancer monit pour qu'il retrouve que, ô miracle, les process qu'il est sensé surveiller sont bel et bien présents).





Merci d'avance,
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