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Bonjour,


Voici une réflexion à voix haute, dans l'espoir d'attirer l'attention de ceux qui maîtrisent certains des points abordés ci-dessous.


Depuis des années, nos répertoires partagés sont servis par des serveurs Samba, montés en cluster via CTDB, formatés en OCFS2.

Le tout tourne sur des Oracle Linux 6 ou des CentOS 6 et ça fonctionne plutôt bien (zéro corruption de données, pas de souci de locking, performances moyennes mais suffisantes, bonne résilience).


Aujourd'hui, je tente de moderniser tout ça selon les réflexions suivantes :

- Passer sur une version 7 de RHEL/OL/CentOS/Fedora…

- Passer à Samba 4.x

- Questionner la pertinence d'OCFS2


Le passage à la version 7 et systemd ainsi que Samba 4 ne pose pas de problème.

La dernière version d'OCFS2 semble assez ancienne, et ne semble plus évoluer depuis 2011.


Le choix d'OCFS2 pour gérer des fichiers partagés vient du besoin suivant : un (en réalité plusieurs) gros LUN contenant des données, et plusieurs serveurs samba qui y accèdent simultanément. En cas de panne d'un serveur Samba, CTDB assure de manière transparente le bon fonctionnement des Samba vivants.


Il s'avère que CTDB nécessite en plus un dossier partagé privé accessible simultanément ("recovery lock file") par chacun des nœuds du cluster, formaté dans un système de fichiers supportant les posix locks.

Dans notre cluster actuel, ce point de montage est formaté en GFS2, car c'est le seul que j'ai trouvé qui supporte les PLOCKS. (GPFS - payant, les supporte aussi, mais voilà, c'est payant).

Afin de limiter la profusion de technos impliquées, j'ai tenter de virer GFS2 et de formater mon espace de PLOCKS en OCFS2 mais cette vieillerie ne les supporte pas. Bref, je vais devoir remettre en place GFS2 et son cortège de DLM, Corosync, cman et autre heartbeateries, et j'avoue que je cache ma joie :(


Ce qui me fait m'exprimer ici est une interrogation sur ce que font les autres :

- Ressentez-vous le besoin de clusteriser Samba ou autre serveur de fichiers ?

- Ou assumez-vous le fait de pouvoir perdre un moteur de serveur de fichiers ?

- Ou avez-vous dupliqué les données, et donc les moteurs ?


Je pourrais passer sur du GlusterFS, ce qui assure la redondance des moteurs, mais implique aussi la 3 x duplication des données, ce qui est presque impossible en terme de volume (et de perfs).


Pour les windowsiens, certains utilisent DFS non seulement en temps que vitrine d’arborescence, mais également comme outil de duplication.

Nous ne l'utilisons que comme vitrine, la duplication de données étant trop coûteuse.


Bref, je suis intéressé par vos façons de faire et vos remarques.
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