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Bonjour,

Depuis quelques temps, apache2 qui tourne sur un vserver (qui ne m'appartient pas) quitte tout seul et je suis obligé de le redémarrer à la main.



J'ai jeté un oeil au fichier error.log, et je remarque quelques trucs bizarres:



[client 67.95.203.244] script '/var/www/htdocs/adxmlrpc.php' not found or unable to stat

[Sat Jul 08 23:19:26 2006] [error] [client 67.95.203.244] File does not exist: /var/www/htdocs/adserver

[Sat Jul 08 23:19:27 2006] [error] [client 67.95.203.244] File does not exist: /var/www/htdocs/phpAdsNew

[Sat Jul 08 23:40:20 2006] [error] [client 171.66.124.101] File does not exist: /var/www/htdocs/main

[Sat Jul 08 23:40:20 2006] [error] [client 171.66.124.101] File does not exist: /var/www/htdocs/cms

[Sat Jul 08 23:40:22 2006] [error] [client 171.66.124.101] File does not exist: /var/www/htdocs/components

[Sun Jul 09 01:51:09 2006] [error] [client 207.46.98.49] File does not exist: /var/www/htdocs/robots.txt






Tentative d'exploitation d'une faille XML-RPC ?



Plus quelques lignes du genre:



[Thu Jul 06 19:09:02 2006] [error] [client 65.39.142.79] File does not exist: /var/www/htdocs/sys

[Thu Jul 06 19:09:02 2006] [error] [client 65.39.142.79] File does not exist: /var/www/htdocs/fairydkp

[Thu Jul 06 19:09:03 2006] [error] [client 65.39.142.79] File does not exist: /var/www/htdocs/rps

[Thu Jul 06 19:09:03 2006] [error] [client 65.39.142.79] File does not exist: /var/www/htdocs/mc1

[Thu Jul 06 19:09:04 2006] [error] [client 65.39.142.79] File does not exist: /var/www/htdocs/dkpaq

[Thu Jul 06 19:09:04 2006] [error] [client 65.39.142.79] File does not exist: /var/www/htdocs/ttmdkp

[Thu Jul 06 19:09:04 2006] [error] [client 65.39.142.79] File does not exist: /var/www/htdocs/wowdkp

[Thu Jul 06 19:09:05 2006] [error] [client 65.39.142.79] File does not exist: /var/www/htdocs/dkpold






Par contre là je ne comprends pas trop le but de la manoeuvre...



Enfin, voici le signal d'arrêt d'apache:



[Sun Jul 09 05:15:52 2006] [warn] child process 14197 still did not exit, sending a SIGTERM

[Sun Jul 09 05:15:53 2006] [warn] child process 21612 still did not exit, sending a SIGTERM

[Sun Jul 09 05:15:54 2006] [warn] child process 14197 still did not exit, sending a SIGTERM

[Sun Jul 09 05:15:54 2006] [warn] child process 21612 still did not exit, sending a SIGTERM

[Sun Jul 09 05:15:56 2006] [warn] child process 14197 still did not exit, sending a SIGTERM

[Sun Jul 09 05:15:56 2006] [warn] child process 21612 still did not exit, sending a SIGTERM

[Sun Jul 09 05:15:58 2006] [error] child process 14197 still did not exit, sending a SIGKILL

[Sun Jul 09 05:15:58 2006] [error] child process 21612 still did not exit, sending a SIGKILL

[Sun Jul 09 05:16:01 2006] [notice] caught SIGTERM, shutting down






Est-ce à cause de ces accès répétitifs et brutaux que le serveur s'arrête ?

Peut-on y faire quelque chose, sans changer le port d'apache  ?



Merci !
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