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J'ai eu un nouveau disque et j'ai voulu m'en servir pour faire du raid1 avec l'autre.



J'ai donc créé un array avec seulement une partition du nouveau disque, je l'ai découpé avec lvm et j'ai partitionné les volumes logiques en ext4 (ça devrait être stable maintenant et j'en avait marre des fsck trop longs).



Ensuite j'ai copié mon système sur ce nouveau disque, j'ai booté dessus et tout a bien marché. Le lendemain il a pas fallu plus de 10 minutes avant d'avoir des erreurs de lecture dans dmesg et un système complètement inutilisable (tout accès disque échoue, impossible de faire un su par exemple). Après quelques essai, j'ai déplacé le disque dans la tour et contre toute attente tout à bien marché pendant deux semaine.



Et hier soir ça a recommencé avec des messages comme ceci:



[  719.665719] ata5.01: exception Emask 0x10 SAct 0x0 SErr 0x280100 action 0x0

[  719.665724] ata5.01: SError: { UnrecovData 10B8B BadCRC }

[  719.665727] ata5.01: failed command: READ DMA

[  719.665733] ata5.01: cmd c8/00:a0:8f:45:9d/00:00:00:00:00/f2 tag 0 dma 81920 in

[  719.665734]          res 51/84:1f:10:46:9d/00:00:00:00:00/f2 Emask 0x30 (host bus error)

[  719.665737] ata5.01: status: { DRDY ERR }

[  719.665739] ata5.01: error: { ICRC ABRT }

[  719.665748] ata5.00: hard resetting link

[  719.984013] ata5.01: hard resetting link

[  720.460071] ata5.00: SATA link up 3.0 Gbps (SStatus 123 SControl 300)

[  720.460084] ata5.01: SATA link up 3.0 Gbps (SStatus 123 SControl 300)

[  720.493549] ata5.00: configured for UDMA/133

[  720.502235] ata5.01: configured for UDMA/133

[  720.502276] ata5: EH complete



[...]



[  760.665375] sd 4:0:1:0: [sdb] Unhandled error code

[  760.665379] sd 4:0:1:0: [sdb] Result: hostbyte=DID_BAD_TARGET driverbyte=DRIVER_OK

[  760.665383] sd 4:0:1:0: [sdb] CDB: Read(10): 28 00 02 a0 f3 4f 00 00 80 00

[  760.665391] end_request: I/O error, dev sdb, sector 44102479



[...]



[  760.665936] Buffer I/O error on device dm-1, logical block 68400354

[  760.665938] lost page write due to I/O error on dm-1

[  760.665943] Buffer I/O error on device dm-1, logical block 68400355

[  760.665945] lost page write due to I/O error on dm-1



[...]



[  760.666519] Aborting journal on device dm-1-8.

[  760.666541] JBD2: Detected IO errors while flushing file data on dm-0-8

[  760.666558] Aborting journal on device dm-0-8.

[  760.666571] EXT4-fs (dm-0): delayed block allocation failed for inode 1705290 at logical offset 139 with max blocks 5 with error -30

[  760.666575] 

[  760.666576] This should not happen!!  Data will be lost

[  760.666586] EXT4-fs error (device dm-0) in ext4_da_writepages: Journal has aborted

[  760.666588] EXT4-fs (dm-0): Remounting filesystem read-only



[...]



[  760.666855] JBD2: I/O error detected when updating journal superblock for dm-0-8.

[  760.666900] EXT4-fs (dm-1): ext4_da_writepages: jbd2_start: 1018 pages, ino 9738622; err -30

[  760.666904] 

[  760.666908] EXT4-fs error (device dm-1): ext4_journal_start_sb: Detected aborted journal

[  760.666911] EXT4-fs (dm-1): Remounting filesystem read-only

[  760.666914] EXT4-fs (dm-1): ext4_da_writepages: jbd2_start: 8144 pages, ino 9738623; err -30

[  760.666917] 

[  760.667303] EXT4-fs (dm-0): ext4_da_writepages: jbd2_start: 993 pages, ino 1705290; err -30

[  760.667307] 



[...]



[  760.667453] sd 4:0:1:0: [sdb] Unhandled error code

[  760.667455] sd 4:0:1:0: [sdb] Result: hostbyte=DID_BAD_TARGET driverbyte=DRIVER_OK

[  760.667458] sd 4:0:1:0: [sdb] CDB: Write(10): 2a 00 00 04 24 17 00 00 08 00

[  760.667465] end_request: I/O error, dev sdb, sector 271383



[...]





Après que ces erreurs aient commencé, j'ai essayé smartctl mais il ne m'a pas dit grand chose:



$ smartctl -a /dev/sdb

smartctl 5.39 2009-12-09 r2995 [x86_64-unknown-linux-gnu] (local build)

Copyright (C) 2002-9 by Bruce Allen, http://smartmontools.sourceforge.net



Device: /4:0:1:0  Version: 

scsiModePageOffset: response length too short, resp_len=47 offset=50 bd_len=46

>> Terminate command early due to bad response to IEC mode page

A mandatory SMART command failed: exiting. To continue, add one or more '-T permissive' options.

$smartctl -T permissive -a /dev/sdb

smartctl 5.39 2009-12-09 r2995 [x86_64-unknown-linux-gnu] (local build)

Copyright (C) 2002-9 by Bruce Allen, http://smartmontools.sourceforge.net



Device: /4:0:1:0  Version: 

scsiModePageOffset: response length too short, resp_len=47 offset=50 bd_len=46

>> Terminate command early due to bad response to IEC mode page

Log Sense failed, IE page [scsi response fails sanity test]



Error Counter logging not supported

scsiModePageOffset: response length too short, resp_len=47 offset=50 bd_len=46

Device does not support Self Test logging





J'ai bien l'impression qu'il est en train de mourir mais je ne comprend pas pourquoi il a marché pendant deux semaine après que je l'ai déplacé dans ma tour.



La température dans la tour est entre 30 et 40°C d'après les valeurs retournées par sensors.



Est-ce qu'il est en train de mourir? Ou peut-il y avoir une autre cause?



Merci de votre aide.
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