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Voilà, je suis tombé le site de Linux-ha.org [1], et comme je travaille en stage sur un cluster de serveur mail (même que j'ai décidé de prolonger le stage chez moi, parce que c'est marrant).



Mon maître de stage m'a dit : oui ça, on aimerait bien que ça soit inclu dans la distrib.

Donc je creuse le sujet. Je suis tombé sur une page décrivant en détail comment marchait un peu tout ça ([2]).

Malheureusement j'ai beau tout parcourir de partout, il me manque une chose qui m'intrigue. Ils décrivent ce qui se passe quand on arrête proprement les serveurs (notification au noeud élu, tout ça ... et exit(0)).

Mais si un noeud plante tout simplement (un kernel panic devrait faire l'affaire), que se passe-t-il ? Figure-t-il toujours dans la table des noeuds ? Comment est-il écarté de celle-ci ?

Notamment, si c'est le noeud principal.



Par exemple, on a 10 machines en cluster avec HA, tous ont leur propre IP interne, et une ip globale (serveur mail ou web ou ce que vous voulez).

L'ip globale est attribuée par une élection entre tous, à une seule machine. Cette machine plante. Donc l'ip globale est "perdue". Comment le cluster la récupère et réassigne à une autre machine ?

























[1] http://www.linux-ha.org/(...)

[2] http://linuxha.trick.ca/ClusterResourceManagerDaemon(...)
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