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Bonjour,

J ai deux serveurs avec apache/heartbeat.

Heartbeat porte 3 adresses IP.

je constate que le serveur 1 bascule souvent 2…


[Fri Aug 17 23:24:59 2012] [notice] caught SIGTERM, shutting down


Dans les ha-debug logs du serveur 1 j ai ces messages à cette heure la mais je n y comprend pas grand chose…


ARPING 10.0.7.130 from 10.0.7.130 eth0

Sent 10 probes (10 broadcast(s))

Received 0 response(s)

ARPING 10.0.7.131 from 10.0.7.131 eth0

Sent 10 probes (10 broadcast(s))

Received 0 response(s)

ARPING 10.0.7.133 from 10.0.7.133 eth0

Sent 10 probes (10 broadcast(s))

Received 0 response(s)

/usr/lib/ocf/resource.d//heartbeat/IPaddr(IPaddr_10.0.7.130)[17846]:  2012/08/17_22:33:26 INFO:  Running OK

hb_standby(default)[24236]:     2012/08/17_23:24:58 Going standby [all].

Aug 17 23:24:58 reverse-1 heartbeat: [1246]: info: reverse-1 wants to go standby [all]

Aug 17 23:24:58 reverse-1 heartbeat: [1246]: info: standby: reverse-2 can take our all resources

Aug 17 23:24:58 reverse-1 heartbeat: [24252]: info: give up all HA resources (standby).

ResourceManager(default)[24265]:        2012/08/17_23:24:59 info: Releasing resource group: reverse-1 10.0.7.130 10.0.7.131 10.0.7.133 httpd Ma ilTo::my@addr.com::UR_HA_RP1_Event

ResourceManager(default)[24265]:        2012/08/17_23:24:59 

/usr/lib/ocf/resource.d//heartbeat/MailTo(MailTo)[24302]:       2012/08/17_23:24:59 INFO:  Success

INFO:  Success

ResourceManager(default)[24265]:        2012/08/17_23:24:59 info: Running /etc/init.d/httpd  stop

Stopping httpd: [  OK  ]

ResourceManager(default)[24265]:        2012/08/17_23:25:00 info: Running /etc/ha.d/resource.d/IPaddr 10.0.7.133 stop

IPaddr(IPaddr_10.0.7.133)[24430]:     2012/08/17_23:25:00 INFO: ifconfig eth0:2 down

/usr/lib/ocf/resource.d//heartbeat/IPaddr(IPaddr_10.0.7.133)[24416]:  2012/08/17_23:25:00 INFO:  Success

INFO:  Success

ResourceManager(default)[24265]:        2012/08/17_23:25:00 info: Running /etc/ha.d/resource.d/IPaddr 10.0.7.131 stop

IPaddr(IPaddr_10.0.7.131)[24490]:     2012/08/17_23:25:00 INFO: ifconfig eth0:1 down

/usr/lib/ocf/resource.d//heartbeat/IPaddr(IPaddr_10.0.7.131)[24476]:  2012/08/17_23:25:00 INFO:  Success

INFO:  Success

ResourceManager(default)[24265]:        2012/08/17_23:25:00 info: Running /etc/ha.d/resource.d/IPaddr 10.0.7.130 stop

IPaddr(IPaddr_10.0.7.130)[24550]:     2012/08/17_23:25:00 INFO: ifconfig eth0:0 down

/usr/lib/ocf/resource.d//heartbeat/IPaddr(IPaddr_10.0.7.130)[24536]:  2012/08/17_23:25:00 INFO:  Success

INFO:  Success

Aug 17 23:25:00 reverse-1 heartbeat: [24252]: info: all HA resource release completed (standby).

Aug 17 23:25:00 reverse-1 heartbeat: [1246]: info: Local standby process completed [all].

Aug 17 23:25:02 reverse-1 heartbeat: [1246]: WARN: 1 lost packet(s) for [reverse-2] [575220:575222]

Aug 17 23:25:02 reverse-1 heartbeat: [1246]: info: remote resource transition completed.

Aug 17 23:25:02 reverse-1 heartbeat: [1246]: info: No pkts missing from reverse-2!

Aug 17 23:25:02 reverse-1 ipfail: [1313]: debug: Other side is now stable.

Aug 17 23:25:02 reverse-1 heartbeat: [1246]: info: Other node completed standby takeover of all resources.

Aug 17 23:25:02 reverse-1 ipfail: [1313]: debug: Other side is now stable.

/usr/lib/ocf/resource.d//heartbeat/IPaddr(IPaddr_10.0.7.130)[24580]:  2012/08/17_23:25:28 INFO:  Resource is stopped

/usr/lib/ocf/resource.d//heartbeat/IPaddr(IPaddr_10.0.7.130)[24630]:  2012/08/17_23:25:58 INFO:  Resource is stopped


J ai un fichier check_apache qui verifie que les sockets sont bien ouvertes sur le serveur en faisant un netstat -tnlp | grep IP…


Quelqu un a t il deja rencontré ce type de soucis ?


Merci pour vos retours
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