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Je suis à la recherche d'une solution pour monter un cluster de calcul avec 12 serveurs (bi-pro).



J'ai regardé du côté de beowulf, openmosix, et d'autres, mais je n'arrive pas à trouver mon bonheur.



Mes applications de calcul ont le fonctionnement suivant:



1/ pas de programmation parallèle - un programme n'utilise qu'un seul CPU

2/ un processus de calcul fait de la lecture / écriture  via NFS

3/ un processus de calcul se connecte à une base de données



Le point le plus bloquant semble être le point 3, des projets comme openMosix gérant principalement la répartition et la migration de processus entre machines... impossible ici pour cause de connexion TCP.



Pour résumer, il me faudrait un soft :

- qui ne fasse pas de migration de processus après lancement - quand un programme est lancé sur un noeud X par le scheduler, il reste dessus; 

- qui sache gérer un load balancing "basique" (nb de process par exemple) au moment du lancement de l'exécution d'un nouveau programme;

- qui centralise la gestion des exécutions - les utilisateurs n'ont besoin de se connecter que sur une seule et même machine pour la gestion - lancement d'une exécution, arrêt d'une exécution, visualisation des ressources consommées par une exécution.



Si quelqu'un à des pistes...
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