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Je suis en train de "jouer" avec webdav/davfs2 et j'ai quelques questions :


Durant un gros upload :



	est-ce normal que c'est lent (JAMAIS ça ne consomme toute la bande passante dispo et mes processeurs ont l'air de glander (chaque thread tourne à grand max 20% du proco). J'ai remarqué un comportement étrange aussi : en LAN exporter un fichier de 5Go débute a plusieurs Mo/s pour ensuite retomber à quelques ko/s (alors que gluster peut tourner à 100Mo/s pendant plusieurs jours sans broncher) A titre indicatif en LAN avec scp j'exporte à 50Mo/s (ca pourrait monter à 100Mo/s mais 50Mo/s sont utilisé par gluster pour synchro ses nodes)


	y a-t-il moyen d'augmenter la vitesse ? (mon nextcloud est déjà réparti (galera cluster, glusterfs, serveur web dédié uniquement à nextcloud)


	est-ce normal sur ma machine cliente que mon espace disque système disparait comme neige au soleil jusqu'à se que je démonte le point de montage et que se lance "/sbin/umount.davfs: waiting while mount.davfs (pid 15085) synchronizes the cache"?


	Pourquoi cette mise en cache ? (sachant que j'exporte depuis un pétiphérique USB)


	Peut-on diminuer la mise en cache afin d'éviter que le démontage ne dure 3 jours ? (Edit: après essai le paramètre "cache_size" dans ~/.davfs2/davfs2.conf semble complètement ignoré)


	Peut-on arrêter la machine et que le cache se synchronise par après (lors du prochain montage)


	Savez-vous si le (les?) clients davfs2 sont compatible HTTP2? Si oui, avez-vous testé?
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