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Bonjour, 


J'ai depuis un an monté un serveur nas maison sous ubuntu. Il est équipé de 3 disques de stockages, et le raid 5 est créé via mdadm. 

Je suis coincé depuis un mois sur un soucis, et je suis venu à bout de toutes mes idées. 


Je n'arrive plus à accéder au système de fichiers. Pourtant mdadm indique que les Superblocks sont persistents, mais quand j'analyse chaque disque, on m'indique que les superblocs sont défectueux et qu'il faut que je trouve un superblock de backup. 


Bien évidemment, c'est tombé la semaine où je comptais mettre en place des backups réguliers automatisées des données…


Voici quelques logs que j'ai : 


    /dev/md127:
    Version : 1.2
    Creation Time : Fri Jul 14 18:17:04 2023
    Raid Level : raid5
    Array Size : 7813770240 (7.28 TiB 8.00 TB)
    Used Dev Size : 3906885120 (3.64 TiB 4.00 TB)
    Raid Devices : 3
    Total Devices : 3
    Persistence : Superblock is persistent
    Intent Bitmap : Internal
    Update Time : Sat Jul 15 05:10:39 2023
    State : clean
    Active Devices : 3
    Working Devices : 3
    Failed Devices : 0
    Spare Devices : 0
    Layout : left-symmetric
    Chunk Size : 512K
    Consistency Policy : bitmap
    Name : nas-server:127 (local to host nas-server)
    UUID : 4314be2b:16313e05:04bfd5d3:a9c0a95c
    Events : 7205
    Number Major Minor RaidDevice State
    0 8 17 0 active sync /dev/sdb1
    1 8 33 1 active sync /dev/sdc1
    3 8 1 2 active sync /dev/sda1



Si quelqu'un a une idée, je suis totalement preneur ! 


Merci :D
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