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Dédié OVH/Proxmox 7.2/Debian11 impossible d'utiliser mon bloc d'ip failover


Bonjour,


Je suis très embêté : je n'arrive pas à faire communiquer mes vms kvm avec l'Internet sur Proxmox via mes adresses ip failover… C'est assez bizarre : je n'ai jusqu'ici jamais eu ce problème (je loue d'autres serveurs SoYouStart -mais loué sur SoYouStart quand c'était possible- pour lesquels cela fonctionne très bien).


En très bref :

* J'essaie de configurer sur l'hôte un bridge (vmbr0) sur lequel je branche la carte virtuelle de ma vm.

* depuis l'hôte ping 8.8.8.8 fonctionne.

* depuis la vm ping 8.8.8.8 renvoie Destination Host Unreachable :/

* depuis chez moi, un ping sur l'adresse de l'hôte fonctionne mais un ping sur l'adresse ip failover ne fonctionne pas.


Ça fait quelques jours que j'essaie différentes configurations et pour l'instant c'est l'échec et je n'ai plus d'idées.


Contexte :


J'utilise l'offre SYS-1-SSD-32 et un bloc de 4 ip failover (SoYouStart loué depuis OVH éco)

Proxmox 7.2-7 a été déployé via template ovh


Conf réseau de l'hôte



	/etc/network/interfaces




auto lo
iface lo inet loopback

iface eno3 inet manual

iface eno4 inet manual

auto vmbr0
iface vmbr0 inet static
    address <ip_hôte>/24
    gateway <passerelle_hôte>
    bridge-ports eno3
    bridge-stp off
    bridge-fd 0
    hwaddress <mac_interface_physique>   #celle d'eno3, c'est apparemment nécessaire depuis version 7 de pve.
    post-up ip route add <ip_hôte>/32 dev vmbr0     #testé aussi sans cette ligne
    post-up ip route add <ip_failover>/32 dev vmbr0 #testé aussi sans cette ligne



C'est à peu près le paramétrage par défaut par le template d'ovh… j'ai essayé l'ajout des routes (post-up)  suite à la lecture de différents fils (par exemple ici : https://community.ovh.com/t/mise-en-place-de-vm-avec-ip-publique-sur-proxmox-6-resolu/28479/19) mais ça n'a pas suffit.


L'hôte ping Internet et résout les noms DNS.


Conf de la vm

C'est une debian 11 toute fraîchement  installée…



	/etc/network/interface




auto lo
iface lo inet loopback

auto ens18
iface ens18 inet static
   address <ip_failover>
   netmask 255.255.255.255
   broadcast  <ip_failover>
   dns-nameservers 8.8.8.8
   post-up ip route add <passerelle_de_l'hote>/32 dev ens18
   post-up ip route add default via <passerelle_de_l'hote>
   pre-down ip route del default via <passerelle_de_l'hote>
   pre-down ip route del <passerelle_de_l'hote> dev ens18



Bien sûr j'ai configuré l'adresse mac virtuelle de ma vm avec celle fournie par ovh.


Résultats de quelques commandes de vérification



	Sur l'hôte pve




root@xxx:~# ip add
1: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 qdisc noqueue state UNKNOWN group default qlen 1000
    link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
    inet 127.0.0.1/8 scope host lo
       valid_lft forever preferred_lft forever
    inet6 ::1/128 scope host 
       valid_lft forever preferred_lft forever
2: eno3: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc mq master vmbr0 state UP group default qlen 1000
    link/ether <mac_interface_physique> ff:ff:ff:ff:ff:ff
    altname enp3s0f0
3: eno4: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN group default qlen 1000
    link/ether <mac_seconde_interface_physique> brd ff:ff:ff:ff:ff:ff
    altname enp3s0f1
6: vmbr0v1: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc noqueue state UP group default qlen 1000
    link/ether <mac_je_ne_sais_pas_d'où_elle_sort> brd ff:ff:ff:ff:ff:ff
7: eno3.1@eno3: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc noqueue master vmbr0v1 state UP group default qlen 1000
    link/ether <mac_interface_physique> brd ff:ff:ff:ff:ff:ff
15: vmbr0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc noqueue state UP group default qlen 1000
    link/ether  <mac_interface_physique> brd ff:ff:ff:ff:ff:ff
    inet <ip_hôte>/24 scope global vmbr0
       valid_lft forever preferred_lft forever
    inet6 fe80::xxx/64 scope link 
       valid_lft forever preferred_lft forever
16: tap100i0: <BROADCAST,MULTICAST,PROMISC,UP,LOWER_UP> mtu 1500 qdisc pfifo_fast master fwbr100i0 state UNKNOWN group default qlen 1000
    link/ether <mac_je_ne_sais_pas_d'où_elle_sort_2> brd ff:ff:ff:ff:ff:ff
17: fwbr100i0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc noqueue state UP group default qlen 1000
    link/ether <mac_je_ne_sais_pas_d'où_elle_sort_3> brd ff:ff:ff:ff:ff:ff
18: fwpr100p0@fwln100i0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc noqueue master vmbr0v1 state UP group default qlen 1000
    link/ether  <mac_je_ne_sais_pas_d'où_elle_sort_4> brd ff:ff:ff:ff:ff:ff
19: fwln100i0@fwpr100p0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc noqueue master fwbr100i0 state UP group default qlen 1000
    link/ether  <mac_je_ne_sais_pas_d'où_elle_sort_5> brd ff:ff:ff:ff:ff:ff




	Sur la vm




root@xxx:~# ip add
1: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 qdisc noqueue state UNKNOWN group default qlen 1000
    link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
    inet 127.0.0.1/8 scope host lo
       valid_lft forever preferred_lft forever
    inet6 ::1/128 scope host 
       valid_lft forever preferred_lft forever
2: ens18: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc pfifo_fast state UP group default qlen 1000
    link/ether <mac_virtuelle> brd ff:ff:ff:ff:ff:ff
    altname enp0s18
    inet <ip_failover>/32 brd <ip_failover> scope global ens18
       valid_lft forever preferred_lft forever
    inet6 fe80::xxx/64 scope link 
       valid_lft forever preferred_lft forever



root@xxx:~# ip route show
default via <passerelle_hôte> dev ens18 
<passerelle_hôte> dev ens18 scope link 
169.254.0.0/16 dev ens18 scope link metric 1000



Mode rescue

En suivant https://docs.ovh.com/fr/dedicated/network-bridging/#resolution-des-defauts, je ping L'IP failover depuis chez moi : c'est bien un problème de conf (et/ou de règles réseau d'ovh dont je n'ai pas connaissance).


Pourtant cette conf fonctionne ailleurs (serveur SoYouStart loué chez SoYouStart).


Je sèche et je fini donc par jeter cette bouteille à la mer avant de jeter mon pc par la fenêtre. Une super moule pour me venir en aide ? 


Merci !
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