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Bonjour, je suis à la recherche d'une solution technique permettant de partager un système de fichiers entre plusieurs machines et tolérant aux pannes de nodes. je reprends ici un bout de  commentaire posté précédemment sur la dernière news samba :



Dans une plateforme d'hébergement web assez costaude, soient un load balancer, des frontaux, des serveurs applicatifs, et des serveurs de bases de données. On peut sans problème dupliquer les reverse proxy en frontal, ainsi que les serveurs de BDD, qui sont équipés de mécanismes de réplication performants. Le problème se situe au niveau des serveurs applicatifs.



Certaines applications (PHP par exemple) peuvent générer des pages à la volée (comme sur DLFP). Ces pages, une fois créées, ne doivent pas l'être de nouveau sur les jumeaux du serveur. Bien sûr on pourrait coder les sites en fonction, mais on souhaite être totalement indépendant de la plateforme. Il faut donc partager le système de fichiers afin de synchroniser ces données. Pour l'instant on monte un NFS à partir d'une autre machine, mais il faut bien avouer que c'est cracra et que c'est pas très "haute disponibilité". Je cherche une solution du genre DRBD, avec écriture sur tous les nodes. 



On m'a répondu SAN et baie de disque partagée avec OpenGFS. Mais ce n'est pas ce que j'attends : je chercher un solution entièrement logicielle.



Existe-t-il un système de fichier distribué tolérant aux pannes de nodes permettant l'accès à plusieurs nodes en écriture ? j'ai beau avoir fait des heures de google, je n'ai rien trouvé.



Que vaut OpenGFS du point de vue stabilité et performance? Est-il mature?



Je suis intéressé par tout retour d'expérience dans ce domaine. Merci! :)



EPUB/imageslogoslinuxfr2_mountain.png





EPUB/nav.xhtml

    
      Sommaire


      
        
          		Aller au contenu


        


      
    
  

