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Bonjour, bonne année, santé toussa


Après un update des capacités de stockage de mon serveur à tout faire (dont NAS), je souhaite utiliser la capacité de ma carte mère (asus Z87i-PRO) à faire du raid (semi logiciel ou fakeraid) techno intel si j'ai bien compris ce que j'ai lu sur le net.


J'ai donc créé un raid 5 avec 4 HD de 2 TO via le bios.


Une fois sous linux (mageia cauldron à jour) avec mdadm


[root@hyperion ~]# mdadm --detail-platform
       Platform : Intel(R) Rapid Storage Technology
        Version : 12.7.0.1936
    RAID Levels : raid0 raid1 raid10 raid5
    Chunk Sizes : 4k 8k 16k 32k 64k 128k
    2TB volumes : supported
      2TB disks : supported
      Max Disks : 6
    Max Volumes : 2 per array, 4 per controller
 I/O Controller : /sys/devices/pci0000:00/0000:00:1f.2 (SATA)
          Port0 : /dev/sda (WD-WMC4M1094238)
          Port1 : /dev/sdb (S0XYNEAC738864)
          Port2 : /dev/sdc (S377J9EG901115)
          Port3 : /dev/sdd (S377J9BG900223)
          Port4 : /dev/sde (S377J9BG900253)
          Port5 : - no device attached -



[root@hyperion ~]# mdadm --detail /dev/md126
/dev/md126:
      Container : /dev/md/imsm0, member 0
     Raid Level : raid5
     Array Size : 5860491264 (5589.00 GiB 6001.14 GB)
  Used Dev Size : 1953497216 (1863.00 GiB 2000.38 GB)
   Raid Devices : 4
  Total Devices : 4

          State : active, resyncing 
 Active Devices : 4
Working Devices : 4
 Failed Devices : 0
  Spare Devices : 0

         Layout : left-asymmetric
     Chunk Size : 64K

  Resync Status : 6% complete


           UUID : 3b6a9eb7:478b9fcb:a0053ace:c3b3801e
    Number   Major   Minor   RaidDevice State
       3       8        0        0      active sync   /dev/sda
       2       8       32        1      active sync   /dev/sdc
       1       8       48        2      active sync   /dev/sdd
       0       8       64        3      active sync   /dev/sde



gdisk


[root@hyperion ~]# gdisk -l /dev/md126
GPT fdisk (gdisk) version 1.0.1

Partition table scan:
  MBR: not present
  BSD: not present
  APM: not present
  GPT: not present

Creating new GPT entries.
Disk /dev/md126: 11720982528 sectors, 5.5 TiB
Logical sector size: 512 bytes
Disk identifier (GUID): 9D066D42-3096-4ACB-9AD3-1C4CF7A4D4E6
Partition table holds up to 128 entries
First usable sector is 34, last usable sector is 11720982494
Partitions will be aligned on 2048-sector boundaries
Total free space is 11720982461 sectors (5.5 TiB)

Number  Start (sector)    End (sector)  Size       Code  Name



Après lecture sur différents forums, je désire donc créer une table partition gpt pour ensuite créer une unique partition en ext4 pour stockage.


J'ai donc essayé d'utiliser gparted par habitude qui n'a jamais fini avec une boite de dialogue freezée--> reboot après une dizaine d'heures


donc retour à la CLI avec parted 


parted /dev/md126 mklabel gpt


qui semble ne rien faire non plus (ps : status D+)


A votre avis,est-ce la bonne procédure pour rendre mon raid tout neuf actif et utilisable ?


Avez vous une idée du temps que le parted mklabel gpt peut prendre ? 


Le fait que le raid semble en resync (il y retourne à chaque reboot et prend des heures) pose-t-il problème ?


Bref un petit coup de main serait bien venu. J'épluche le net à ce sujet depuis 3 jours et je suis toujours coincé ce qui est assez vexatoire car je ne pensais pas galérer la-dessus.
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