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	Salut,



J'avais un beau raid 1 + 0 sur mon serveur debian etch mais au reboot bang, le raid ne remonte plus. Comme je ne suis pas un expert en raid soft linux je viens ici demander un peu d'aide.

Mon raid est constitué de 3 devices en raid1

md0

md1

md2

assemblés en raid 0

md4

A la création aucun souci le raid était opérationnel.

Au reboot j'ai un souci qui vient apparemment d'un mauvais uuid. Les 3 raid 1 sont bien actifs mais le raid 0 ne veut pas se former.



# cat /proc/mdstat

Personalities : [linear] [multipath] [raid0] [raid1] [raid6] [raid5] [raid4] [raid10]

md0 : active raid1 sda1[0] sdb1[1]

      35559744 blocks [2/2] [UU]



md1 : active raid1 sdc1[0] sdd1[1]

      17775808 blocks [2/2] [UU]



md4 : inactive md0[0] md1[1]

      53335424 blocks



md2 : active raid1 sde1[0] sdf1[1]

      35559744 blocks [2/2] [UU]



#  mdadm --assemble /dev/md4 /dev/md0 /dev/md1 /dev/md2

mdadm: superblock on /dev/md2 doesn't match others - assembly aborted



# mdadm --assemble --scan /dev/md4

mdadm: /dev/md4 assembled from 2 drives - not enough to start the array.



# cat /etc/mdadm/mdadm.conf

ARRAY /dev/md0 level=raid1 num-devices=2 UUID=b569d5cf:78e814f6:750f0268:3080b0dc

   devices=/dev/sda1,/dev/sdb1

ARRAY /dev/md1 level=raid1 num-devices=2 UUID=aa524ad8:3dd85660:750f0268:3080b0dc

   devices=/dev/sdc1,/dev/sdd1

ARRAY /dev/md2 level=raid1 num-devices=2 UUID=67fecc8b:ff337754:750f0268:3080b0dc

   devices=/dev/sde1,/dev/sdf1

ARRAY /dev/md4 level=raid0 num-devices=3 UUID=f77dd017:20f9cbd5:750f0268:3080b0dc

   devices=/dev/md0,/dev/md1,/dev/md2



# mdadm --examine --scan --verbose

ARRAY /dev/md0 level=raid1 num-devices=2 UUID=b569d5cf:78e814f6:3863c007:3efea49a

   devices=/dev/sdb1,/dev/sda1

ARRAY /dev/md1 level=raid1 num-devices=2 UUID=aa524ad8:3dd85660:3863c007:3efea49a

   devices=/dev/sdd1,/dev/sdc1

ARRAY /dev/md2 level=raid1 num-devices=2 UUID=67fecc8b:ff337754:3863c007:3efea49a

   devices=/dev/sdf1,/dev/sde1

ARRAY /dev/md4 level=raid0 num-devices=3 UUID=f77dd017:20f9cbd5:3863c007:3efea49a

   devices=/dev/md2

ARRAY /dev/md4 level=raid0 num-devices=3 UUID=f77dd017:20f9cbd5:750f0268:3080b0dc

   devices=/dev/md0,/dev/md1



On voit bien la différence d'uuid mais qu'est-ce que je peux faire pour forcer le raid à se reformer ?

Question subsidiaire : pourquoi ça a foiré au boot après un shutdown clean ?
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