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Bonjour,



Je patine un peu sur un problème de charge sur un Dell r300 équipé d'un contrôleur SAS Fusion MPT / LSISAS1068E. 



Dès que l'on lance un index des fichiers, que ça soit par le client retrospect ou rsync, la charge monte en peu à peu jusqu'à plus de 200... et là les connexions réseau SSH et autres tombent.



Vu que la sauvegarde de la machine est tout de même nécessaire ;)... je m'acharne depuis plusieurs heures à essayer de trouver le pourquoi de ce record... sans grand succès jusqu'à présent. 



Le même script rsync sur une autre machine assez proche au niveau des versions de packages Debian, ayant plus de données et un processeur beaucoup moins puissant mais équipée d'un contrôleur Intel ICH ne pose pas de problèmes. D'ailleurs dans les deux cas le processeur est très très loin de la surcharge. 



Le problème se pose véritablement au niveau de l'accès disque avec un taux d'io wait extrêmement élevé.



Je pense donc que le problème se situe au niveau des drivers du contrôleur SAS. Mais google n'est pas mon ami aujourd'hui et je ne trouve pas d'informations.



J'ai tenté une mise à niveau vers un noyau plus récent (le 2.6.32-5-vserver-686-bigmem de Squeeze) mais cela ne change rien au problème. A la base j'utilisais le 2.6.26-2-vserver-686-bigmem de Lenny.



Bref si quelqu'un ici est familier de ces contrôleurs raid ou a des pistes à me proposer je suis preneur.



Je télécharge actuellement la dernière version des drivers sur le site de LSI pour tenter une compilation manuelle mais vu que le driver est prévu pour une RHEL je sens que je n'ai pas fini de m'amuser.
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