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Bonjour,


On voit souvent que le load average dépasse allègrement les 100%, pour se simplifier la vie on part tous, à tord ou à raison, du principe que jusqu'à 300% par cœur il faut pas s'inquiéter et que même des pics à 500% sont tolérables. De ma propre expérience c'est tout à fait vrai, des ralentissements (ressenti utilisateur) dès qu'on dépasse les 150%, et vu des pics à plus de 600% sans pour autant planter la machine.


Ceci étant du aux, système de file d'attente, de nice etc... ce qui est évident, mais ce principe est t il valable sur toutes les architectures ou seulement sur x86 ??

Est ce aussi le cas sur sparc, alpha, arm, rs6000, etc ??


Le comportement est il identique avec des machines multi-processeurs (physiques) pas simplement des cœurs dans un processeur unique ??


Donc doit t on intervenir systématiquement pour gérer des priorités dès qu'on attend des seuils de 200% ou plus tard ??


En fait le but de la question est la définition de seuils d'alarmes pour nagios dans un parc ou les configs sont variables (de 1 à 4 cœurs) et surtout hétérogènes (sun, dec, hp, ibm, bull)...


Ou est ce que je me prend la tête pour rien et que je dois mettre warning à 150% et erreur à 300% et basta ???
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