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Bonjour à tous,


Je gère depuis de nombreuses années plusieurs serveurs physiques, VM (vmware) et depuis peu Docker est entré dans la partie. Jusqu'à présent je "m'amuse" le matin à lire les rapports de logs que je reçois par mail de chaque serveurs. C'est pas intéressant, malgré des filtres/règles il est possible qu'un mail passe au travers et surtout je n'ai pas une vision global (un problème sur un serveur peut être causé par un autre serveur).


En premier palliatif (et surtout gérer le problème en urgence) j'ai mis en place Centreon, pour le moment je surveille que la partie réseau le temps de comprendre le fonctionnement. Il me permet de couvrir les erreurs potentielles dont les "codes" sont connue à l'avance :

- un lien qui tombe

- un switch qui sature;

[…]


Je peux reporter ce comportement pour les serveurs :

- un serveur qui ne répond pas;

- une interface réseau qui sature;

- un disque dépassant 80% d'occupation;

[…]


Avec Centreon la majorité des erreurs ou warning sont basés sur une métrique mais comment gérer, par exemple, un message du kernel qui renvoi des erreurs d'écriture sur un disque ? En gros comment gérer tout ce qui n'est pas mesurable ?


Question annexe : par expérience quelle méthode avez-vous pour surveiller votre infra ?
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