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Bonjour,



Je suis dans un setup ou mon serveur host (debian lenny) fait tourner 2 machines virtuelles (via kvm et libvirt). Le host utilise 3 interfaces : 1 pour le management et deux aggregées en ethernet bonding en mode active-passif.



Je fait donc du bridging sur ces deux interfaces (eth3 = management, bond0 = public) et j'ai donc un br0, un br1 et deux alias pour chaqu'une de ces interfaces. Avec le setup original (sans bridging) ça marche niquel, avec le bridging j'ai entre 40 et 50 % de packet loss sur toutes les machines (host comme guest). Pour moi il est clair que j'ai un soucis dans mes options de bridging, néanmoins je n'arrive pas à corriger cela.



Voici ma config niveau interface, si quelqu'un savais m'aider, ce serait absolument génial :)





iface eth3 inet manual



auto bond0

iface bond0 inet manual

  slaves eth1 eth2



auto br0 

iface br0 inet static

  address 10.160.0.7

  netmask 255.255.255.128

  bridge_ports eth3

  bridge_fd 9

  bridge_hello 2

  bridge_maxage 12

  bridge_stp on



auto br0:1

iface br0:1 inet static

  address 10.160.0.9

  netmask 255.255.255.255



auto br0:2

iface br0:2 inet static

  address 10.160.0.10

  netmask 255.255.255.255



auto br1 

iface br1 inet static

  address 217.4.40.242

  netmask 255.255.255.240

  gateway 217.4.40.241

  pre-up /etc/network/firewall start

  bridge_ports bond0

  bridge_fd 9

  bridge_hello 2

  bridge_maxage 12

  bridge_stp on



auto br1:1

iface br1:1 inet static

  address 217.4.40.252

  netmask 255.255.255.255



auto br1:2

iface br1:2 inet static

  address 217.4.40.253

  netmask 255.255.255.255
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