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Bonjour à tous,


Je suis en train de refaire totalement les serveurs que j'héberge chez moi, et une idée m'est venue sans que j'arrive à vraiment trouver des info. Je pense que je ne dois pas chercher comme il faut. Alors je me tourne vers vous.

J'aimerais constituer un stockage en réseau qui puisse être distribué et extensible.

En gros, je démarre à une machine (linux ou BSD) avec gros disque dur qui expose NFS et SMB au reste du réseau. Mais si dans, 1-2 an je veux augmenter sa taille, je me dis que, plutôt que de tout racheter et migrer, je pourrais juste acheter une nouvelle machine (et y mettre linux ou BSD) avec son/ses gros disques durs et former un cluster avec la première. Genre un RAID5 ou 6 distribué entre 2 machines. Et 1-2 ans plus tard, rebelote, achat nouvelle machine, ajout au cluster de fichier, extension de la capacité de stockage.


J'ai essayé de regarder dans la direction des fs comme gluterfs, lustre, ceph, moosefs, etc… mais je n'arrive pas à trouver de la documentation claire, vraiment basique et claire, pour savoir si ce que je souhaite faire est possible, ni un exemple de déploiement de cluster de ce type.


Alors je me tourne vers vous : savez-vous où je peux trouver de la doc sur ce genre de config ?, si c'est actuellement possible ?, où je peux trouver une synthèse claire de comment ça marche, ces FS (gluterfs, lustre, etc…) ?


Merci d'avance !
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