

Forum Linux.général virtualisation kvm, vlan, interfaces multiples dans l'invité


Posté par fasthm le 07 février 2008 à 17:58.

Étiquettes :
aucune













	Bonjour,



je ne parviens pas à faire fonctionner le réseau dans une vm lorsque

je donne 2 interfaces réseau à cette vm. Lorsque cet invité n'a qu'une 

carte réseau, tout va bien.



Mon setup est un peu particulier.



L'hôte est un serveur connecté à un switch par son eth0, tout ça en 

mode trunk (je veux avoir des vm sur différents vlans).



Donc j'ai fait la config suivante sur l'hôte :



br0 un bridge auquel est attachée eth0.



br100 un bridge auquel sont attachées eth0.100 (vlan 100) et tap100 (tap pour la

vm qui sera dans le vlan 100).



br 200 un bridge auquel sont attachées eth0.200 (vlan 200) et tap200 (tap pour la

vm qui sera dans le vlan 200).



Je démarre une vm dans le vlan 100 avec 

kvm -hda vm100.img -net nic,macaddr=00:01:01:01:01:01 -net tap,ifname=tap100

et tout fonctionne.



Idem dans le vlan 200, avec une MAC différente bien entendu.



Mais lorsque je démarre une vm avec :

kvm -hda multi.img -net nic,macaddr=MAC1 -net tap,ifname=tap100 -net nic,macaddr=MAC2 -net tap,ifname=tap200



Je n'ai plus de réseau du tout dans ma vm une fois bootée (en fait tcpdump me dit que j'envoie bien des requêtes ARP, mais que je ne reçois jamais de réponse.



Est-ce que ça vous évoque quelque chose, moi je sèche là dessus depuis quelques heures.
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