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	Bonjour forum,





Alors voilà, je me suis acheté une toute nouvelle carte mère pour mon petit serveur, une supermicro X7SPA-HF (super classe surtout avec l'IPMI qui permet de la contrôler à distance). Je récupère mon install de debian stable, et une recompilation via make-kpkg d'un noyau tout frais (2.6.33.1) plus tard, tout est fin prêt, le serveur est en route.






Le problème est arrivé quand j'ai voulu réactivé la conf IPv6 sur mon réseau (côté serveur ça n'avait pas bougé, mais l'IPv6 était désactivé depuis un certain temps sur les clients). Tentative de chargement de google en IPv6 depuis un PC sur le réseau local => Kernel Panic.






Voici en gros la conf :


Le serveur fait passerelle/NAT vers l'extérieur. Je suis chez Free, j'utilise une adresse IPv6 dans mon subnet alloué par eux. Pour IPv6 je ne natte pas, mais j'ai configuré du proxy Neighbour Discovery pour que les machines à l'intérieur puissent discuter en IPv6 avec la freebox. Les IP dans le LAN local sont autoconfigurées par radvd.






Le /etc/network/interfaces :







allow-hotplug eth0


iface eth0 inet static


        address 192.168.13.254


        netmask 255.255.255.0


iface eth0 inet6 static


        address 2a01:e35:xxxx:xxxx:1::fffe


        netmask 64


	# serveur


        post-up /sbin/ip -6 neigh add proxy 2a01:e35:xxxx:xxxx::2 dev eth0


        # freebox


	post-up /sbin/ip -6 neigh add proxy 2a01:e35:xxxx:xxxx::1 dev eth0





allow-hotplug eth1


iface eth1 inet dhcp


iface eth1 inet6 static


        address 2a01:e35:xxxx:xxxx::2


        netmask 126


        post-up /sbin/ip -6 route add default via 2a01:e35:xxxx:xxxx::1 dev eth1


        # serveur


        post-up /sbin/ip -6 neigh add proxy 2a01:e35:xxxx:xxxx:xxxx:90ff:fe01:xxxx dev eth1


        # client1


        post-up /sbin/ip -6 neigh add proxy 2a01:e35:xxxx:xxxx:xxxx:cbff:fea7:xxxx dev eth1


        # client2


        post-up /sbin/ip -6 neigh add proxy 2a01:e35:xxxx:xxxx:xxxx:4bff:fea5:xxxx dev eth1









Tout fonctionne bien, jusqu'à ce qu'un client essaye d'accéder à l'extérieur en IPv6 : Kernel panic direct :







[ 3180.848040] BUG: unable to handle kernel NULL pointer dereference at 0000000000000068


[ 3180.852002] IP: [] ndisc_send_na+0x9a/0x1a0 [ipv6]


[ 3180.852002] PGD 13d881067 PUD 13da3e067 PMD 0


[ 3180.852002] Oops: 0000 [#1] SMP


[ 3180.852002] last sysfs file: /sys/devices/platform/w83627ehf.3232/cpu0_vid


[ 3180.852002] CPU 0


[ 3180.852002] Pid: 0, comm: swapper Not tainted 2.6.33.1 #1 X7SPA-HF/X7SPA-HF


[ 3180.852002] RIP: 0010:[]  [] ndisc_send_na+0x9a/0x1a0 [ipv6]


[ 3180.852002] RSP: 0018:ffff880028203cf0  EFLAGS: 00010246


[ 3180.852002] RAX: 0000000000000000 RBX: 0000000000000000 RCX: ffff880028203d20


[ 3180.852002] RDX: ffff88013d4c2900 RSI: 00000000fffffffe RDI: ffff880028203d20


[ 3180.852002] RBP: 0000000000000000 R08: 0000000000000000 R09: 0000000000000000


[ 3180.852002] R10: ffff88013e131f40 R11: 0000000000000003 R12: 0000000000000001


[ 3180.852002] R13: ffff88012fc31c60 R14: ffff88013fbb8000 R15: 0000000000000000


[ 3180.852002] FS:  0000000000000000(0000) GS:ffff880028200000(0000) knlGS:0000000000000000


[ 3180.852002] CS:  0010 DS: 0000 ES: 0000 CR0: 000000008005003b


[ 3180.852002] CR2: 0000000000000068 CR3: 00000013db85000 CR4: 00000000000006f0


[ 3180.852002] DR0: 0000000000000000 DR1: 000000000000000 DR2: 0000000000000000


[ 3180.852002] DR3: 0000000000000000 DR6: 00000000ffff0ff0 DR7: 0000000000000400


[ 3180.852002] Process swapper (pid: 0, threadinfo ffffffff8130e000, task ffffffff8132b020)


[ 3180.852002] Stack:


[ 3180.852002]  ffff88012af029c0 ffffffff811e0a87 0000000100000000 000000012830df50


[ 3180.852002]  ffff88012fc31c38 ffff88012af029c0 00000000000080fe df3101feff902502


[ 3180.852002]  0000000000000088 0000000400000000 ffff88013e7551c0 ffff88012af029c0


[ 3180.852002] Call Trace:


[ 3180.852002]  


[ 3180.852002]  [] ? neigh_update+0x2c7/0x560


[ 3180.852002]  [] ? ndisc_recv_ns+0x2d3/0x5d0 [ipv6]


[ 3180.852002]  [] ? pndisc_redo+0x9/0x20 [ipv6]


[ 3180.852002]  [] ? neigh_proxy_process+0x112/0x130


[ 3180.852002]  [] ? neigh_proxy_process+0x0/0x130


[ 3180.852002]  [] ? run_timer_softirq+0x13c/0x200


[ 3180.852002]  [] ? ktime_get+0x61/0xe0


[ 3180.852002]  [] ? __do_softirq+0xa7/0x130


[ 3180.852002]  [] ? call_softirq+0x1c/0x30


[ 3180.852002]  [] ? do_softirq+0x4d/0x80


[ 3180.852002]  [] ? irq_exit+0x75/0x90


[ 3180.852002]  [] ? smp_apic_timer_interrupt+0x6c/0xa0


[ 3180.852002]  [] ? apic_timer_interrupt+0x13/0x20


[ 3180.852002]  


[ 3180.852002]  [] ? mwait_idle+0x62/0x70


[ 3180.852002]  [] ? cpu_idle+0x5a/0xc0


[ 3180.852002]  [] ? start_kernel+0x34a/0x410


[ 3180.852002]  [] ? x86_64_start_kernel+0xe1/0xf2


[ 3180.852002] Code: c0 48 89 c5 0f 84 d7 00 00 00 31 db f6 40 25 04 0f 84 ab 00 00 00 48 8d 45 1c f0 ff 08 0f 94 c2 84 d2 4c 89 ef 0f 85 a6 00 00 00  8b 45 68 0f b6 54 24 1c 4c 8d 44 24 40 4d 89 e9 44 0b a0 08


[ 3180.852002] RIP  [] ndisc_send_na+0x9a/0x1a0 [ipv6]


[ 3180.852002]  RSP 


[ 3180.852002] CR2: 0000000000000068


[ 3181.144381] ---[ end trace 7503f2cdcfc75884 ]---


[ 3181.149083] Kernel panic - not syncing: Fatal exception in interrupt


[ 3181.155522] Pid: 0, comm: swapper Tainted: G      D    2.6.33.1 #1


[ 3181.161773] Call Trace:


[ 3181.164286]    [] ? panic+0x86/0x154


[ 3181.170004]  [] ? irq_exit+0x43/0x90


[ 3181.175211]  [] ? ret_from_intr+0x0/0xa


[ 3181.180679]  [] ? vgacon_cursor+0x0/0x240


[ 3181.186321]  [] ? kmsg_dump+0x7e/0x140


[ 3181.191704]  [] ? oops_end+0x95/0xa0


[ 3181.196911]  [] ? no_context+0x100/0x270


[ 3181.202467]  [] ? __bad_area_nosemaphore+0x155/0x230


[ 3181.209086]  [] ? ndisc_rcv+0xc4c/0x1040 [ipv6]


[ 3181.215253]  [] ? page_fault+0x1f/0x30


[ 3181.220644]  [] ? ndisc_send_na+0x9a/0x1a0 [ipv6]


[ 3181.226986]  [] ? neigh_update+0x2c7/0x560


[ 3181.232724]  [] ? ndisc_recv_ns+0x2d3/0x5d0 [ipv6]


[ 3181.239156]  [] ? pndisc_redo+0x9/0x20 [ipv6]


[ 3181.245143]  [] ? neigh_proxy_process+0x112/0x130


[ 3181.251479]  [] ? neigh_proxy_process+0x0/0x130


[ 3181.257639]  [] ? run_timer_softirq+0x13c/0x200


[ 3181.263803]  [] ? ktime_get+0x61/0xe0


[ 3181.269096]  [] ? __do_softirq+0xa7/0x130


[ 3181.274737]  [] ? call_softirq+0x1c/0x30


[ 3181.280293]  [] ? do_softirq+0x4d/0x80


[ 3181.285675]  [] ? irq_exit+0x75/0x90


[ 3181.290885]  [] ? smp_apic_timer_interrupt+0x6c/0xa0


[ 3181.297479]  [] ? apic_timer_interrupt+0x13/0x20


[ 3181.303726]    [] ? mwait_idle+0x62/0x70


[ 3181.309787]  [] ? cpu_idle+0x5a/0xc0


[ 3181.314995]  [] ? start_kernel+0x34a/0x410


[ 3181.320724]  [] ? x86_64_start_kernel+0xe1/0xf2









J'ai essayé de rebooter avec le kernel 2.6.26-2-amd64 fournit avec debian stable, et là tout fonctionne. Une recherche google sur mon problème avec des bouts de traces n'a pas donné grand chose...






Je pencherais donc pour un bug qui aurait été introduit dans le noyau depuis...


Bon problème, je ne suis pas un habitué des kernel mailing list...






Cher forum, sais tu donc comment je peux faire pour signaler ce problème et si il manque des choses pour pouvoir faire une analyse de ce bug ?






Merci !
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