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Bonjour,

Cela fait quelque mois que mon raid 10 me fait des misères : des failed events à répétition sur le même disque, j'ai remplacé le disque mais ça continue sur le nouveau disque.


Les 2 disques ont été testé avec les outils smart, aucun défaut signalé, je sais que ça n'est pas une preuve infaillible.


La plupart du temps je peux réintégrer le disque dans le raid après qu'il ait été déclaré fautif, je fais un mdadm -remove suivi d'un mdadm --add et au bout de 30 à 60 minutes (selon la taille de la partition concernée) le disque fonctionne, pendant un temps variable (quelques heures à quelques jours).


Je trouve très étrange que j'arrive à reconstruire le raid sans remplacer le disque et surtout que ça soit toujours le disque en /dev/sda qui défaille chaque fois !


Ce que j'ai fait jusqu'à maintenant :

- test smart

- remplacement du disque

- remplacement du cable SATA

- remplacement du cable d'alimentation


Le raid continue à se dégrader, avez vous des idées de piste pour diagnostiquer ce problème ?


Ma config soft/hard :

- noyal 3.6.11-1 (Archlinux à jour)

- CPU AMD Phenom II X6 1090T 3,2 Ghz

- 16 Go de mémoire

- Alimentation Thermaltake 575 W

- Nvidia G210

- 4 disques dur 500 Go SataII


Config Raid :

Personalities : [raid1] [raid10] 

md2 : active raid10 sdb4[0] sda44 sdc4[3] sdd4[1]

      767922816 blocks 32K chunks 2 near-copies [4/3] [UU_U]


md1 : active raid10 sdb3[0] sdc3[3] sdd3[1]

      206916992 blocks 32K chunks 2 near-copies [4/3] [UU_U]


md0 : active raid1 sdb1[0] sdc1[3] sda1[2] sdd1[1]

      481792 blocks [4/4] [UUUU]


aujourd'hui c'est un mauvais jour, le disque /dev/sda a disparu de 2 des 3 volumes raid…
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