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Bonjour !



J'ai un petit probleme: je finit le debuggage d'un bout de soft (GPL bien sur) qui contient entre autre un module aidant a choisir une résistance (pour l'electronique: on entre la valeur de resistance que l'on veut et il renvoie le code couleur qui correspond). 



Les resistances sont codées (dans la version la plus simple) comme deux digits suivis d'une puissance de 10. Donc j'utilise beaucoup de divisions/multiplications par des puissances de 10. Actuellement, mon code est comme cela (toutes les variables sont des "double"):



exponent=floor(log10(R))-1;

first_two_digits=floor(R/pow(10,exponent));



Si R=1, alors on devrait avoir exponent=-1 et first_two_digits=10 afin de dire R=10*10^-1. Sur Linux/ppc, mon code fonctionne parfaitement. Sur intel, j'ai bien exponent=-1 mais first_two_digits=9. J'ai donc essaye de faire calculer la meme chose en dur, et si je fait floor(R/0.1) avec R=1, j'obtient 9 (ce qui signifie que sur intel, 1/0.1=9.9999999999... au lieux de 10.



C'est assez embetant, surtout que j'ai essayé plein de choses: recoder en float, forcer des transtypages (double) un peu partout, rien n'y fait...



Une idée ? (portable si possible, mes cibles sont ppc/intel/sparc sous linux/osx/windows/solaris)



Mathias
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