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Kerrighed est une extension au système Linux qui permet de faire du SSI, c'est à dire de voir une grappe de PC comme une unique machine SMP. En pratique, il est implémenté sous forme de modules pour Linux, plus un patch minimal au noyau.





Cette version 2.0.0 de Kerrighed, sortie le 4 avril, est liée au noyau Linux 2.6.11, contrairement aux versions précédentes qui étaient basées sur la version 2.4. Cependant, la prochaine version est déjà en cours d'intégration pour le noyau 2.6.20.





Les deux autres projets ayant un lien direct avec le SSI sont OpenMosix et OpenSSI. La prochaine version d'OpenMosix est pour le moment en /alpha/ et sera liée au noyau 2.6.17. OpenSSI, en version 1.9 bêta, est lui aussi lié au noyau Linux 2.6.11. On remarque que pour ces trois projets, la transition vers le noyau 2.6 de Linux a été longue mais commence à donner des résultats très prometteurs.





Le projet Kerrighed est maintenant développé de manière communautaire mais reste encore lié à ses origines hexagonales, dont l'Université de Rennes et l'incontournable INRIA.
Les caractéristiques principal de Kerrighed sont :


	Un ordonnanceur de tâches au niveau de la grappe. La charge est donc répartie entre tous les noeuds (PC).



	La mémoire est partagée sur l'ensemble de la grappe comme pour une machine SMP.



	Les tâches peuvent migrer d'un noeud à un autre, même les tâches liées à des flux (socket, pipe, fifo, périphérique en mode caractère...), sans être pénalisées.



	Un système de fichier centralisé qui permet de voir l'ensemble des disques de la grappe comme un système RAID partagé et accessible depuis tous les noeuds de la même manière.



	Un mécanisme de 'checkpoint' pour les tâches permettant de faire des images de celles-ci à des instants fixés et de pouvoir les relancer plus tard depuis ces points. Ce mécanisme de 'checkpoint' est fondamental pour les longs calculs (plusieurs semaines) répartis sur plusieurs noeuds tout simplement pour pouvoir faire face à une panne quelconque ou à un reboot d'un noeud.



	Une interface pour les 'thread' compatible POSIX au niveau de la grappe.



	Une interface unifiée pour la gestion des tâches au niveau de la grappe (top, ps, kill...). Le PID d'une tâche est ainsi unique sur la grappe.



	Le mécanisme SSI, de part sa modularité, peut être activé ou déactivé au niveau de chaque tâche (mémoire partagée, ordonnanceur global...).




Il y a quelques points à améliorer comme l'ajout et surtout la suppression à chaud d'un noeud sur la grappe, c'est sur la feuille de route. Il est remarquable cependant de voir les progrès réalisés dans tous les domaines lié au SMP qui vont nous permette de voir une grappe de PC standard comme une seule et unique machine.
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