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Chris Mason, un développeur de la société Oracle, a annoncé le 12 juin 2007 sur la liste de diffusion du noyau Linux la naissance de Btrfs. Il s'agit un tout nouveau système de fichiers, sous licence GPL, qui est écrit sans souci de l'existant afin de profiter de toutes les dernières idées sans être contraint par un quelconque souci de compatibilité.





En effet les développeurs Linux sont déjà au travail depuis 2006 sur Ext4, le successeur d'Ext3 qui est le système standard sous Linux. Bien que bénéficiant de nombreuses améliorations, Ext4 n'en reste pas moins limité dans sa liberté de développement par son souci de compatibilité (ascendante et descendante) avec Ext3. 


Btrfs en revanche part de zéro et peut se permettre d'inclure d'autres solutions qui seront détaillées dans la suite de cette dépêche.





NdM : Merci à Axel pour sa proposition de news.
Depuis l'an dernier le travail a bien avancé et Chris Mason a annoncé la semaine dernière que la version 0.10 était disponible.


La philosophie de Btrfs est "classique" au sens où ce système de fichiers est destiné à être utilisé avec un disque dur traditionnel. Pour les disques SSD basés sur de la mémoire flash il existe d'autres systèmes plus adaptés comme JFFS2 ou LogFS.


Selon le document présentant le design détaillé de Btrfs, le but recherché est d'avoir un système de fichiers performant et solide : "Certes cela doit bien fonctionner, mais le but à long terme de maintenir les performances quand le FS vieillit et s'agrandit et pas de remporter des benchmarks à courte durée de vie."





	Btrfs, comme Ext4, est basé sur la notion d'extent. C'est une zone contiguë (qui peut atteindre plusieurs centaines de Mo) qui est réservée  chaque fois qu'un fichier est enregistré sur le disque. Cela permet, en cas d'écriture ultérieure sur le fichier, d'ajouter les nouvelles données dans l'extent au lieu de devoir écrire dans une autre zone du disque dur (ce qui augmente la fragmentation). Les gros fichiers sont ainsi stockés de façon bien plus efficace et rationnelle. Pour les petits fichiers Btrfs utilise une astuce puisqu'il stocke les données directement dans le système d'extent lui-même sans avoir à allouer un bloc mémoire séparé.



	Btrfs propose la notion de "Sous-volumes" qui permet, au sein du système de fichiers, d'avoir un arbre séparé (y compris la racine) contenant des répertoires et des fichiers. C'est en quelque sorte la possibilité d'avoir diverses arborescence simultanément. On peut utiliser cela pour séparer les données et imposer différents quotas aux différents sous-volumes mais l'utilisation la plus pratique de ce système concerne les snapshots. Un snapshot offre la possibilité de "prendre une photographie" à un instant d'un système de fichiers afin de le sauvegarder. Ce snapshot sous Btrfs est simplement un sous-volume ce qui permet, et c'est assez inattendu, de le modifier après coup. Avoir un snapshot accessible en écriture permettra certainement l'apparition de nouveaux usages chez les utilisateurs.



	Pour implémenter ces sous-volumes et ces snapshots, la technique du "Copy-on-write" est utilisé dans Btrfs. Si des données sont écrites sur un bloc mémoire alors ce dernier sera copié à un autre endroit du disque dur et les nouvelles données seront enregistrées sur la copie au lieu de l'être sur l'original. Ensuite les méta-données pointant sur le bloc sont modifiées atomiquement afin de prendre en compte les nouvelles données. On a ainsi un mécanisme transactionnel efficace et tellement rapide qu'on peut même abandonner la technique de journalisation présente par exemple dans Ext3. Avant chaque écriture il suffit de prendre un snapshot du système : en cas de problème lors de l'écriture on revient au snapshot, en cas de réussite on efface le snapshot.



	Btrfs propose plusieurs techniques de protection des données : l'utilisation des "back references" (c'est-à-dire savoir, à partir d'un bloc de données, vers quelles méta-données le bloc pointe) permet de détecter des corruptions du système. Si un fichier prétend appartenir à un ensemble de blocs et que ces blocs prétendent de leur coté relever d'un autre fichier alors il est clair qu'il y a un problème quelque part et que la cohérence du système est menacée. En plus de cette technique Btrfs effectue également des sommes de contrôle sur toutes les données et sur les méta-données stockées afin de pouvoir détecter toutes sortes de corruptions à chaud et ainsi proposer un niveau de fiabilité élevé.



	Btrfs permet de redimensionner à chaud la taille du système de fichiers (y compris en le rétrécissant) tout en conservant une excellente protection des méta-données qui sont dupliquées à plusieurs endroits afin de les protéger. La syntaxe est très simple à utiliser puisqu'il suffit d'un "btrfsctl -r +2g /mnt" pour ajouter 2 Go à son système de fichiers. Cette fonction ne se veut pas redondante avec ce que propose le gestionnaire de volume logique de Linux mais ambitionne de le compléter sur plusieurs points techniques.



	La vérification du système de fichiers, par l'intermédiaire du programme btrfsck, est tolérante aux erreurs et elle est conçue pour être extrêmement rapide. L'utilisation des arbres B permet d'explorer la structure du disque à une vitesse qui devrait être essentiellement limitée par les capacités de lectures du disque. Le prix à payer est une forte empreinte mémoire puisque btrfsck utilise trois fois plus de RAM que ext2fsck.




Avec toutes ces nouveautés on pourrait penser que Btrfs cherche à concurrencer ZFS, le nouveau système de fichiers révolutionnaire de Sun. Il y a pourtant deux différences fondamentales : tout d'abord Btrfs vise l'inclusion dans le noyau Linux et il est donc développé sous licence GPL. De son coté ZFS est sous licence CDDL afin précisément de ne pas pouvoir être inclus dans Linux.


Ensuite Btrfs respecte la hiérarchie des "couches" fonctionnelles de Linux. Par exemple, bien que proposant des fonctions le complétant, il essaye autant que possible de ne pas réécrire tout le système de gestion des volumes proposé en standard par LVM. ZFS en revanche inclut toute cette logique en interne et une bonne partie de son code serait sans doute redondant avec les outils proposés par le noyau.


Selon Chris Mason : "Le multipathing, le raid3/5 etc, les fonctions dm-crypt et tous les autres trucs fun que vous pouvez faire avec le gestionnaire de volume et les autres outils ne sont pas planifiés pour intégration dans Btrfs".


Le site Linux Weekly News a évoqué à plusieurs reprises ce nouveau système de fichiers très prometteur. La première fois lors de l'annonce du projet en juin dernier et une seconde fois la semaine dernière à l'occasion de la sortie de la version 0.10. Cela démontre que le travail de Chris Mason est suivi par la communauté et que l'inclusion de ce système au sein du noyau n'est pas illusoire.


Cependant le chemin sera rude car les exigences des mainteneurs de FS dans Linux sont sévères. Comme le dit Jonathan Corbet : "Les développeurs de systèmes de fichiers tendent à être un groupe conservateur et prudent. Ceux qui ne le sont pas ayant tendance à ne pas survivre à leur première rencontre avec des utilisateurs ayant perdu des données".
Aller plus loin


	
Le projet Btrfs
(272 clics)


	
Le design technique de Btrf
(161 clics)


	
Un comparatif de performances
(294 clics)


	
Le programme de développement
(38 clics)


	
La version 0.10 analysée
(49 clics)









EPUB/imageslogoslinuxfr2_mountain.png





EPUB/nav.xhtml

    
      Sommaire


      
        
          		Aller au contenu


        


      
    
  

EPUB/imagessections50.png





