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Martin Peres (alias mupuf) n’est pas exactement un inconnu sur LinuxFr.org, puisque son nom a déjà été mentionné lors de la sortie des versions 2.6.37 et 3.3 du noyau, pour son travail sur le projet Nouveau, dont il est l’un des développeurs, ou encore très récemment dans un journal sur la conception sécurisée des serveurs graphiques (X, Wayland).


En creusant un peu, je me suis aperçu que Martin était même actif sur LinuxFr.org, où il a déjà rédigé des dépêches.


Alors que le travail de Martin sur Nouveau sera à nouveau mentionné dans la dépêche à venir sur la prochaine version 3.7 du noyau Linux, le moment me semblait adéquat pour une demande d’entretien qu’il a gentiment acceptée.


Précisons que vous pouvez également suivre Martin via son blogue, sa page recherche ou son compte Google+.



Martin, pourrais‐tu te présenter rapidement ?




J’ai 24 ans, je suis actuellement doctorant au LaBRI sur les problématiques de la gestion d’énergie et de la sécurité dans les réseaux sans fil. Je viens de l’ENSI de Bourges où j’ai reçu le diplôme d’ingénieur Sécurité des systèmes ubiquitaires.




LinuxFr.org a plusieurs fois cité ton nom dans les commits de Nouveau. Pourrais‐tu expliquer comment tu t’es retrouvé à travailler sur Nouveau et ce que tu y fais ?




Comme beaucoup de développeurs X.Org, j’ai commencé à m’intéresser à la pile graphique parce qu’elle ne fonctionnait pas pour moi. Dans mon cas, mon problème venait de Fglrx qui ne gérait pas mon ATI Radeon Xpress 200M, en 2007.


C’est à ce moment que j’ai commencé à m’intéresser aux pilotes graphiques et que j’ai commencé à tester les pilotes libres (radeon).


À mon entrée à l’ENSI de Bourges, la région Centre a offert des ordinateurs ThinkPad à tous les étudiants. Ne voulant pas revivre l’enfer que j’avais connu avec Fglrx, j’ai été déçu de voir qu’ils contenaient une carte graphique NVIDIA. Heureusement, j’ai été soulagé de voir que le pilote propriétaire marchait correctement. Cependant, je m’étais pris de passion pour les pilotes libres, et je suis passé sur Nouveau assez rapidement pour avoir le KMS et tester son niveau de prise en charge.


Après quelques mois, j’ai commencé à me plaindre de corruptions graphiques dans KDE, ce qui m’a poussé à contacter la communauté de développeurs et à essayer de résoudre le problème par moi‐même. Je n’ai pas réussi, mais le CTO de PathScale m’a repéré et m’a proposé de travailler sur PSCNV, un fork de Nouveau visant à proposer le support d’un GPGPU (comme CUDA ou OpenCL) particulier appelé ENZO. Mon travail était de rajouter la prise en charge du pilote dans libdrm de façon à fournir une accélération 2D et 3D. J’ai réussi à avoir glxgears, mais certaines corruptions inexpliquées ont contraint un autre développeur à prendre le relais et ré‐écrire totalement mon code. Deuxième échec, mais faut pas se décourager. :)


On m’a ensuite proposé d’implémenter la gestion d’énergie qui avait un peu de documentation disponible. C’est à ce moment que j’ai décidé de travailler directement sur Nouveau, puis de rétro‐porter mes changements dans PSCNV quand ils seraient prêts. Une première version suffisante pour analyser le VBIOS, lire la température et changer les fréquences de ma nv86 était prête en 15 jours. C’était en septembre 2010, quelques heures avant mon départ pour l’XDS 2010 à Toulouse. Premier succès !


Cependant, ce travail était instable et très dépendant de mon matériel. Depuis cette date, je passe mon temps libre à étudier le matériel (ingénierie inverse), à faire des tests de stabilité durant les changements de fréquence et à implémenter mes découvertes.


Ce travail est de longue haleine. Par exemple, j’ai programmé la première version de la gestion automatique du ventilateur du processeur graphique durant l’été 2011, et ce n’est que maintenant, après que ce travail a été ré‐écrit plusieurs fois, qu’il est enfin prêt à entrer dans le noyau [N. D. L. R. : c’est prévu pour la version 3.7 du noyau Linux].


Cela dit, mon travail ne se limite pas à l’ingénierie inverse et à l’écriture de code. J’essaye de tenir à jour la communauté en participant à des conférences ou par l’écriture d’articles. Je travaille également à attirer plus de développeurs sur le projet Nouveau. Par exemple, cet été, j’ai été le mentor de 2 étudiants pour le X.org Endless Vacation of Code — ou EVoC – (équivalent du Google Summer of Code – ou GSoC). Seulement un des deux étudiants à réussi à aller jusqu’à la fin de son projet. Cet étudiant a travaillé sur l’amélioration de PDAEMON (sorte de RTOS dans les cartes récentes) de façon à pouvoir demander à la carte d’exécuter un script simple. L’application naturelle pour cette fonctionnalité est le changement de fréquence — reclocking — de la mémoire qui doit respecter des contraintes temporelles fortes pour ne pas gêner l’utilisateur. Pour plus d’informations, vous pouvez lire son blogue.




Si je comprends bien, il ne faut pas avoir peur de l’échec et persévérer ?




Exactement ! Une fonctionnalité est terminée quand elle n’a plus de possibilité de ne pas marcher. Il ne faut pas se laisser décourager et persister, jusqu’à ce que tout marche.



À propos de Linux 3.7, tu as proposé des patches relatifs à la gestion du ventilateur. Peux‐tu nous en dire plus ?



La gestion de la température a toujours été un problème dans Nouveau. Sur l’ensemble des cartes gérées par Nouveau, il y a 4 façons de lire la température et 5 façons de changer la vitesse du ventilateur.


Jusqu’à Linux 3.7, seule la lecture de la température sur certaines nv50+ était implémentée correctement. Avec Linux 3.7, la lecture de la température devrait être correcte sur toutes les cartes à l’exception de celles qui utilisent une sonde de température externe. La gestion de ces sondes a aussi été améliorée dans Linux 3.7, et Nouveau devrait charger le pilote hwmon associé à cette sonde.


Cependant, en raison d’une limitation de l’interface de hwmon qui expose la température des sondes externes, Nouveau ne peut pas accéder à la température. Seul l’utilisateur le peut. Nous avons discuté et proposé plusieurs correctifs aux mainteneurs de hwmon pour standardiser l’interface et la rendre accessible depuis le noyau. La dernière tentative faite par Lucas Stach n’ayant pas eu de réponse, nous avons perdu espoir et nous étudions la possibilité de reprogrammer les pilotes nous‐même, pour toutes les sondes utilisées par les constructeurs de carte Nvidia. Il semblerait cependant que nous ne soyons pas les seuls à demander cette interface. Peut‐être viendra‐t‐elle dans une version future de Linux ? Ce n’est pas étonnant car, sans cette interface, il est impossible pour les pilotes de réagir à des évènements tels que la sur‐température.


La gestion du ventilateur est encore plus kafkaïenne. En premier, la gestion automatique peut être prise en charge par le noyau, la carte elle‐même ou par une sonde externe. Dans tous les cas, la vitesse du ventilateur est contrôlée par modulation de largeur d’impulsion (PWM). Cette modulation peut être générée par le noyau en basculant périodiquement une GPIO de la carte définie par le VBIOS (mode TOGGLE), par un contrôleur PWM interne à la carte (mode PWM) ou par la sonde externe.


Avec Linux 3.7, la gestion du mode PWM devrait être terminée pour les familles nv40 et nv50. Les familles nvc0+ gérant la vitesse du ventilateur automatiquement, vous ne pourrez la changer  sur ces cartes pour l’instant. La gestion automatique du ventilateur sur les cartes plus vieilles a été écrite, mais a été finalisée trop tard pour rentrer dans Linux 3.7. Je travaille donc à l’améliorer ainsi qu’à ajouter le gestion de la sur‐température. Je finaliserai ensuite mon implémentation de la gestion automatique de la température pour les cartes nvc0+. Le travail initial est déjà disponible.


Avec un peu de chance, tout ça finira dans Linux 3.8, et je n’aurai plus à faire chauffer mes cartes jusqu’à 130 °C avec un sèche‐cheveux pour travailler. :)




Qui sont les développeurs à l’œuvre sur Nouveau, et comment décidez‐vous de ce qui entre dans les branches officielles et ce qui reste dans vos arbres personnels ?




Nouveau est majoritairement composé d’étudiants, à l’exception de Ben Skeggs de chez Red Hat et de Maarten Lankhorst.


Ben Skeggs (alias darktama) est le mainteneur du pilote DDX xf86-video-nouveau et de la partie DRM (pilote nouveau dans le noyau). Il est aussi le principal contributeur de Nouveau et opère majoritairement dans le noyau.


On trouve ensuite Christoph Bumiller (alias calim), étudiant, en tant que mainteneur et unique développeur des pilotes Mesa nv50 et c0. Il est aussi un des principaux rétro‐ingénieur de la partie 3D. Il a aussi passé une bonne partie de son temps à maintenir et améliorer le support de Direct3D dans Nouveau. Cependant, cette fonctionnalité lui a finalement juste permis de déboguer les extensions OpenGL non gérées par Gallium, lorsque celui‐ci était bloqué à OpenGL 2.1. Il était en effet bien plus facile de gérer Direct3D 10/11 qu’OpenGL 3.0. À ma connaissance, seule la version Windows du banc d’essai Heaven de Unigine fonctionne en conjonction avec une version modifiée de Wine. La gestion de Direct3D a récemment été désactivée par défaut, car elle n’est plus maintenue et boguée. Christoph considère que ce state tracker est une occasion manquée, car il aurait démontré la flexibilité de Gallium3D. Espérons que la gestion de Direct3D deviendra plus prioritaire lorsque la prise en charge d’OpenGL sera plus complète et mieux éprouvée. 


La majorité de l’ingénierie inverse est effectuée par Marcin Kościelnicki (alias mwk), étudiant, qui s’est d’ailleurs interdit d’écrire le moindre bout de code dans Nouveau depuis quelques années. Sa contribution étant l’écriture d’outils annexes à Nouveau et l’écriture de documentation. Il a par exemple rétro‐ingénieré la plupart des jeux d’instructions des processeurs développés par NVIDIA (Falcon/FµC, VµC et ctxprogs), puis écrit un (dés)assembleur pour faciliter la rétro‐ingénierie des codes existants ou l’écriture de nos propres versions. Pour un petit aperçu, vous pouvez consulter son (hautement addictif) blogue [NDLR : chacun se fera son opinion en fonction de son niveau ;-)]. Le fruit de son travail est disponible sur GitHub, projet envytools. Il n’est cependant pas seul à travailler sur ce dépôt, j’essaye d’aider autant que possible en créant de nouveaux outils suivant mes besoins, ou en complétant les documentations au fur et à mesure que je découvre des fonctionnalités dans le matériel. Il est généralement le dépôt le plus ouvert de Nouveau.


Maarten Lankhorst (alias mlankhorst) vient de se faire embaucher par Canonical pour maintenir les pilotes graphiques pour les versions LTS. Il s’est d’abord fait connaître par son travail sur Wine avant de contribuer sur le décodage vidéo matériel dans Nouveau. Il travaille actuellement à améliorer la prise en charge d’Optimus entre Intel et Nouveau, dans le cadre de son nouvel emploi. Pour en savoir plus, vous pouvez visionner la vidéo de sa présentation au XDC 2012. Vous pouvez le suivre sur Google+.


Concernant la gestion d’énergie, je travaille en partie avec Roy Spliet (alias RSpliet), étudiant, qui a majoritairement rétro‐ingénieré la gestion des timings et qui m’a inspiré un outil pour nous aider dans cette tache (nvamemtimings). La majorité de notre travail est disponible sur Gitorious, Linux Nouveau PM.


Francisco Jerez (alias curro) est un contributeur de longue date. Il a notamment écrit le code pour la gestion des modes d’affichage — modesetting — sur les nv40, mais aussi l’implémentation initiale d’OpenCL dans Nouveau, dans le cadre d’un EVoC. Un travail de nettoyage de code est encore nécessaire, mais la prise en charge est en bonne voie.


Marcin Slusarz (alias joi) est un contributeur qui se limite généralement à la correction de bogues, et qui le fait très bien.


Lucas Stach (alias lynxeye) est majoritairement connu dans Nouveau pour ses patches dans le défunt driver Mesa nv40, qui a été remplacé par Ben Skeggs lors de la ré‐écriture de libdrm. Il travaille maintenant majoritairement sur le portage de Tegra sur l’architecture DRM. Ce travail est fait de concert avec l’équipe de développeurs de chez NVIDIA et d’autres contributeurs externes. Vous pouvez suivre son travail sur Google+.


Il y a bien sûr plusieurs autres développeurs, mais je pense que la majorité des gens qui ont contribué du code récemment sont là.


Quant au choix de ce qui rentre dans les branches officielles ou pas, ça dépend énormément de quelle partie on touche. Pour le noyau, il faut soumettre ses patches à Ben Skeggs, qui doit les accepter. Le niveau de qualité de code demandé est très élevé, et l’on doit généralement prouver que ce qu’on fait est bon. C’est pour cette raison que mes patches sur la gestion d’énergie sont majoritairement dans mon arbre. Ils ne sont acceptés qu’après avoir fait l’objet d’une étude exhaustive du matériel, ainsi que lorsque l’architecture logicielle proposée est totalement cohérente. En moyenne, je produis entre 5 et 10 versions d’une fonctionnalité avant de la voir acceptée.


Durant toute la phase de développement, nous parlons de notre travail sur le canal IRC, de façon à avoir des retours d’autres développeurs. Ben Skeggs propose ensuite ses patches à Dave Airlie, le mainteneur de DRM, qui envoie à son tour les patches DRM à Linus Torvalds.


Je ne peux pas trop parler de Mesa, mais il semblerait qu’il faille simplement envoyer les patches à la liste de diffusion dri-devel, et le mainteneur du code modifié donne son avis et récupère le code assez rapidement. Cependant, pour toute fonctionnalité un peu grosse, il semblerait bon d’en discuter en premier avec Christoph Bumiller.




Tu mentionnes OpenCL, Optimus et la gestion d’énergie, faut‐il s’attendre à d’autres surprises ?




Dur à dire. On travaille sur plusieurs choses en parallèle, et nul ne sait quand une fonctionnalité sera prête. Ben a mentionné la gestion du SLI, mais je n’ai aucune information là‐dessus et je doute que ce soit une priorité.




As‐tu d’autres projets relatifs à Linux ou au Libre en général ?




Oui, j’essaye d’être actif autant que possible sur deux autres sujets : la sécurité et le développement embarqué.


Concernant la sécurité, j’ai commencé à étudier ce domaine à l’ENSI de Bourges. J’ai très tôt contribué à la recherche effectuée par l’équipe SDS (Sécurité des systèmes distribués) en participant au projet de l’ANR (Agence Nationale pour la Recherche) Système d’Exploitation Cloisonné & Sécurisé pour l’Internaute (SEC & SI). La solution proposée était à base de Gentoo Hardened, PIGA et PIGA-SYSTRANS pour contrôler les interactions venant de l’utilisateur. J’étais en charge du développement de cette dernière couche. J’ai par la suite continué à me soucier de la sécurité des données utilisateur, ce qui a abouti à une présentation au XDC 2012 à propos de la sécurité dans la pile graphique. Dans le cadre de mon doctorat, je donne également des cours de sécurité des systèmes d’information et de sécurité matérielle à l’ENSEIRB, dans la filière Télécom, option Systèmes et Réseaux Communiquants (RSC).


Concernant l’embarqué et l’électronique, je suis membre du hackerspace de Bordeaux, appelé LaBX. Je suis aussi mainteneur et développeur d’un EDI libre alternatif pour les Arduinos. Cet EDI se différencie de l’EDI officiel par le fait qu’il est totalement écrit en C++/Qt, contrairement à l’EDI officiel qui est en Java. Vous pouvez avoir plus d’informations sur le site officiel.




Les deux dernières questions ont essentiellement pour but de mettre de l’animation dans les commentaires : quels distribution et environnement graphique utilises‐tu ?




Je suis un Archer (Arch Linux) depuis 2008, grâce à un ami de DUT. J’aime particulièrement l’aspect communautaire, la facilité d’écriture de paquets et la politique de publication continue (rolling release).


Pour le bureau graphique, je suis sous KDE depuis la version 4.3. J’aime beaucoup Plasma, KWin, Kile, Kate, Kcalc et Okteta. J’espère juste que la communauté KDE va arrêter d’ajouter des fonctionnalités et testera mieux ses composants principaux avant chaque publication. Il semblerait que ce soit la direction prise actuellement par KDE. Wait and see! ;)



Arch Linux étant récemment passé sous systemd par défaut, que penses‐tu de systemd ? Et Wayland ? Ce sont deux sujets bouillants auprès de nos lecteurs…



Je n’ai personnellement aucun problème avec systemd. Celui‐ci est encore jeune, mais il fait bien son travail. J’aime le concept du chargement dynamique des daemons nécessaires, et j’adore le fait qu’il soit devenu facile d’utiliser de nouvelles fonctionnalités de Linux, telles que le file system namespace ! L’amélioration du temps de démarrage, ainsi que la facilité d’audit de celui‐ci sont les cerises sur le gâteau. :)


Quant à Wayland, je suis extrêmement enthousiaste. Celui‐ci va permettre de résoudre les problèmes de sécurité de X, mais aussi des problèmes de performance. Un autre avantage de Wayland est qu’il est beaucoup plus facile à comprendre que l’architecture de X. Cette simplification devrait rendre possible l’arrivée de nouveaux types de compositeurs aussi innovant que l’était Compiz en son temps. Voici un petit aperçu de ce qui est à venir.




Merci pour cet entretien et tes contributions.




De rien ! Merci de m’avoir donné la parole.
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