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ClusterShell est une bibliothèque événementielle en Python qui permet d'exécuter en parallèle des commandes en local et à distance sur des noeuds d'un cluster, ferme de serveurs, stations de travail...  Elle fournit également un ensemble de scripts utilitaires basés dessus (voir plus bas).





ClusterShell est développée et utilisée au CEA par les équipes système de plusieurs grands clusters Linux de stockage et de calcul (qui comptent parmi les plus puissants du monde -- dont Tera100), elle est disponible sous licence CeCILL-C (CEA - CNRS - INRIA Logiciel Libre, compatible LGPLv2+).
Parmi les fonctionnalités principales on notera :	Exécution de commande par fenêtre glissante : N SSH sont instanciés en parallèle, dès qu'un a terminé, un nouveau est lancé sur le noeud suivant 



	Copie de fichiers en parallèle via scp



	Aucune dépendance sur les noeuds (mis à part un serveur SSH)



	Collecte et agrégation des sorties et codes de retour



	Opérations sur les "nodeset", et depuis la 1.3 possibilité de s'interfacer avec une ou plusieurs sources pour résoudre des groupes de noeuds.



	Bibliothèque "thread safe"



	Couche d'abstraction du connecteur utilisé (par défaut SSH), qui permet d'en implémenter facilement de nouveaux.

Pour exécuter la commande "uname -r" sur les noeuds tux0, tux1 ... tux15 et tux21, quelques lignes suffisent :





$ python


>> from ClusterShell.Task import task_self


>> task = task_self()


>> task.shell("/bin/uname -r", nodes="tux[0-15,21]")


>> task.resume()





C'est là un exemple simple, il est possible de positionner ses propres gestionnaires d'événements pour réagir à chaque phase de la propagation, afficher les résultats en direct ou agrégés à l'issue de l'exécution...





Comme je le disais en introduction, trois scripts permettent de bénéficier dans vos scripts shell ou votre prompt des fonctionnalités de la bibliothèque :	clush : un utilitaire d'exécution de commandes en parallèle. Il permet de regrouper l'affichage des commandes exécutées, intègre la gestion des groupes de noeuds et propose en option un affichage des noeuds en couleur en fonction du flux de sortie (stdout/stderr). Il peut être utilisé en ligne de commande ou en mode interactif, comme un shell classique.



	nodeset : un utilitaire qui implémente les méthodes de la classe NodeSet de la bibliothèque. Cet outil vous permet d'effectuer tout type d'opération sur des "nodesets", du simple "expand" pour lister les noeuds d'un "nodeset" (très pratique pour effectuer une boucle for sur les noeuds du cluster en shell), jusqu'à l'opération ou-exclusif. Bien sûr, nodeset supporte maintenant aussi les opérations sur des groupes de noeuds.





Exemple d'exécution:


$ nodeset -f devil[0-5],devil[8,10],devil9


devil[0-5,8-10]



	clubak : un agrégateur d'output, qui permet de présenter de manière synthétique un résultat d'exécution un peu trop verbeux.




ClusterShell a récemment été inclus dans les distributions EPEL 5 et 6beta ainsi que Fedora 12 à 14.
Aller plus loin


	
ClusterShell (avec documentation et exemples)
(359 clics)


	
Plus d'infos sur la gestion des groupes de noeuds
(117 clics)
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