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(Nouvelle tirée de Kerneltrap.org)


Linus a commencé l'inclusion des modifications de Andrew Morton (patches mm, partie "non-blocking page writeback system") apportées sur la gestion de la mémoire virtuelle dans son arbre BK du noyau de développement  2.5.39.


Les buts de ces améliorations sont d'améliorer le comportement du noyau au niveau des entrées/sorties vis à vis de la montée en charge.


 


Au vu des gains de performance, c'est à ce demander comment on a put vivre sans! (à voir dans le fichier attaché)
*******************************************************

Example: with `mem=512m', running 4 instances of

`dbench 100', 2.5.34 took 35 minutes to compile a kernel.

With this patch, it took three minutes, 45 seconds.

*******************************************************



*******************************************************

This code can keep sixty spindles saturated - we've never

been able to do that before.

*******************************************************



Another significant akpm mm patch which should get merged soon: read-latency.patch



*******************************************************

On IDE it provides a 100x improvement in read throughput

when there is heavy writeback happening.  40x on SCSI.

*******************************************************



... which is important because ...



*******************************************************

This problem has become much more severe lately because the

VM is now capable of keeping the write queue full all the

time, without stumbling over its own feet.  (In fact it can

keep 10 queues saturated, and most likely 100).

*******************************************************



Con Kolivas posted updated contest results for 2.5.38-mm2, and the results look good:



From: Con Kolivas

To: linux-kernel

Subject: [BENCHMARK] 2.5.38-mm2 contest results

Date: Mon, 23 Sep 2002 17:24:14 +1000



Here follow the contest benchmarks for 2.5.38-mm2



NoLoad:

Kernel                  Time            CPU

2.4.19                  66.56           99%

2.5.38                  68.25           99%

2.5.38-mm1              67.17           99%

2.5.38-mm2              67.48           99%



Process Load:

Kernel                  Time            CPU

2.4.19                  81.29           80%

2.5.38                  71.60           95%

2.5.38-mm1              70.49           95%

2.5.38-mm2              70.82           95%



IO Half Load:

Kernel                  Time            CPU

2.4.19                  101.39          69%

2.5.38                  81.26           90%

2.5.38-mm1              82.52           87%

2.5.38-mm2              78.46           91%



IO Full Load:

Kernel                  Time            CPU

2.4.19                  170.70          41%

2.5.38                  170.21          42%

2.5.38-mm1              434.41          16%

2.5.38-mm2              108.15          66%



Mem Load:

Kernel                  Time            CPU

2.4.19                  93.33           77%

2.5.38                  104.22          70%

2.5.38-mm1              92.97           77%

2.5.38-mm2              90.89           80%



As akpm has said, mm2 should fix the write starves read problem in mm2 and this

is clearly shown in the IO full load results being substantially better.

This is on an IDE system.



Other results removed for clarity. All tests are done with gcc2.95.3 :



Con.


Aller plus loin


	
Les patches de la série -mm :
(11 clics)


	
La news sur Kerneltrap.org :
(10 clics)
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