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Le trente-sixième Top 500 des supercalculateurs mondiaux est sorti aujourd'hui à l'occasion de la conférence Supercomputing 2010 qui a lieu à la Nouvelle-Orléans.





On rappellera que le Top 500 se base sur une soumission volontaire (de nombreuses machines puissantes mais classifiées ne participent pas à la course) et sur un comparateur de performances spécifique extrêmement parallélisable (le code Linpack qui concerne la résolution de systèmes d'équations linéaires).





L'analyse dans la suite de la dépêche (qui est sous licence CC BY-SA).
La grande nouvelle de ce classement de novembre 2010 est, bien entendu, la première place obtenue par un ordinateur chinois. Ce n'est pas une surprise puisque NVIDIA a vendu la mèche, il y a plus de deux semaines, en publiant un communiqué de presse triomphant et que l'information a été reprise par tous les sites du web.


Le superordinateur Tianhe-1A est en effet une machine hybride qui combine les processeurs classiques avec des cœurs graphiques NVIDIA effectuant le gros du calcul. La machine comprend 14336 CPU classiques (Intel Xeon) et 7168 GPU de type Nvidia Tesla M2050. La puissance crête théorique est de 4,7 pétaflops et le run Linpack a permis d'atteindre 2,51 pétaflops. La mémoire vive est de 262 téraoctets et la mémoire de stockage atteint 2 pétaoctets (avec un système de fichiers Lustre). Les 112 nœuds de calculs sont reliés entre eux par une liaison optique propriétaire nommée Arch et la bande passante totale qui est offerte est de 61 To/sec.





À l'annonce de la première place obtenue par un superordinateur chinois les réactions aux États-Unis ont été variées. Certaines démontrent un manque de fair-play assez consternant comme cet article de la technology Review du MIT qui insiste sur le fait que le benchmark Linpack n'est pas représentatif et que les ordinateurs américains sont bien plus efficaces sur les vrais calculs scientifiques. C'est peut-être vrai mais nous n'avons pas eu l'occasion de lire cet argumentaire critique sur Linpack quand ces mêmes ordinateurs américains occupaient le sommet du classement.





En réalité, outre le fait que les CPU et les GPU de la machine chinoise viennent des USA, l'annonce de la première place du Tianhe-1A chinois ne peut que réjouir les firmes américaines qui produisent de tels ordinateurs (IBM, HP, Oracle, Cray, etc). En effet, il est probable que le gouvernement des États-Unis va vouloir reprendre le leadership et va impulser un programme de subvention comme cela avait déjà été le cas lors de la domination, de 2002 à 2004, de l'Earth Simulator japonais. En outre, avec les machines déjà en construction, il est déjà certain que le champion de 2012 sera américain.





En attendant, la couronne revient bien à une machine chinoise et le péril jaune choc est d'autant plus fort que le superordinateur en troisième position est également chinois puisqu'il s'agit du Nebulae construit au National Supercomputing Centre de Shenzhen. Cette machine est également un hybride CPU/GPU et elle permet d'obtenir 1,27 pétaflops sur Linpack et 2,98 en puissance crête théorique.


Après l'envol des médailles d'or et de bronze il ne reste plus aux américains qu'à se consoler avec l'argent obtenu par l'ancien champion, le superordinateur Jaguar du Oak Ridge National Laboratory. Il a été capable de fournir 2,24 pétaflops sur le run Linpack mais son architecture traditionnelle à base d'Opteron hexa-coeurs à 2,6 GHz le condamne à une consommation d'électricité bien plus grande que les deux machines hybrides chinoises :


	Tianhe : 4,7 pétaflops théoriques pour 1,73 mégawatts



	Jaguar : 2,24 pétaflops théoriques pour 6,95 mégawatts



	Nebulae : 1,27 pétaflops théoriques pour 2,58 mégawatts




On peut également noter la belle sixième place obtenue par le superordinateur Tera-100 du CEA avec 1,05 pétaflops sur Linpack et 1,25 en puissance crête théorique. Le faible écart entre le résultat effectivement obtenu et le score théorique montre que la machine est extrêmement optimisée. C'est le tout premier calculateur européen à passer la barre symbolique du pétaflops et il est constitué de 4 370 serveurs bullx pour un total de 17 480 processeurs octo-cœurs Intel Xeon 7500 (près de 140 000 coeurs en tout). Comme pour les précédentes machines Tera, le CEA va utiliser cet ordinateur pour simuler le fonctionnement des armes nucléaires afin d'assurer la fiabilité de la dissuasion française.





En terme de puissance agrégée, le total se monte maintenant à 44,2 pétaflops (contre 32,4 il y a six mois et 27,6 pétaflops, il y a à peine un an). Le ticket d'entrée dans la liste des 500 se monte maintenant à 31,1 téraflops et cette toute dernière machine était classée à la 305ème place il y a à peine six mois.


Au niveau des curiosités on peut noter, en position 279, la très originale machine japonaise GRAPE qui utilise des processeurs spéciaux conçus pour accélérer les calculs des équations décrivant la gravitation. Cela permet de simuler plus efficacement le mouvement des galaxies ou des planètes (problème des N-corps). Il est très rare de voir des machines utiliser ainsi des processeurs spécialisés, conçus uniquement pour un seul type de problème au lieu d'employer des processeurs classiques du commerce.


Une autre machine intéressante est celle qui se situe en position 115 et qui est installée au centre de recherche Thomas J. Watson d'IBM. Après les remarquables BlueGene modèle L puis modèle P qui ont trusté les premières places du classement à leur époque, cette modeste machine de 65 téraflops est le tout premier prototype de la future architecture BlueGene/Q. Encore une fois, l'idée est d'utiliser un très grand nombre de processeurs à faible consommation (venant de l'embarqué) afin d'obtenir une énorme puissance agrégée. La machine Sequoia qui entrera en service en 2011 vise tout simplement les 20 pétaflops avec 1,6 millions de cœurs de calcul !


Le prototype actuel du centre de recherche Thomas J. Watson est bien plus modeste mais il est tout de même à la première place du classement pour ce qui est du ratio vitesse de calcul/consommation avec 1 680 mégaflops par Watt (le second de la liste atteint à peine 829 mégaflops par Watt).





En ce qui concerne les statistiques par pays les chiffres montrent, encore une fois, la rapide progression de la Chine qui totalise maintenant 41 machines dans le classement (seulement 24 il y a six mois). C'est maintenant la seconde nation derrière les USA (282 machines). En troisième position, il y a une parfaite égalité (26 machines) entre le Japon, l'Allemagne et la France. Le Royaume-Uni est en fort déclin (45 ordinateurs dans la liste il y a un an et seulement 24 aujourd'hui).


Si on regarde à l'échelle des continents on constate que l'Amérique réussit à se maintenir à plus de 55 % du total des superordinateurs du classement. La progression de l'Asie se fait essentiellement au détriment de l'Europe qui, en deux ans, est passé de 30 % à 25 % alors que l'Asie qui était à 9 % est maintenant à 16,6 %.





Enfin, et comme c'est devenu une agréable tradition, nous pouvons une fois encore nous réjouir de la domination écrasante de Linux en tant que système d'exploitation sur les ordinateurs les plus puissants du monde. Il y a six mois c'était 455 superordinateurs sur 500 qui tournaient sous Linux et, dans ce trente-sixième classement, nous en sommes maintenant à 459 sur 500 (soit 91,8 %).


Le "concurrent" le plus proche est représenté par les UNIX traditionnels et ils plafonnent à peine à 3,80 % tandis que Windows reste toujours scotché à 1 % . Il sera intéressant de voir si, avec les remplacements naturels des machines à la fin de leur cycle de vie, le score de Linux va continuer à lentement augmenter au détriment des autres systèmes.
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