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Un peu plus de deux mois après la version précédente Linus Torvalds a annoncé la version 2.6.19 du noyau Linux. Il y a beaucoup de nouvelles choses et le nombre de changements est plus élevé qu'à l'ordinaire. Cela s'explique par le fait que la gestation du noyau précédent (2.6.18) a été longue : Linus a été en voyage ce qui a ralenti la sortie des versions candidates (RC) et cela a mécaniquement allongé la période de développement des patchs devant intégrer le noyau suivant (le 2.6.19).





Le résultat ?


Bien plus de 5000 patchs venant de plus de 600 contributeurs différents ! Et ces statistiques valent uniquement pour la RC1 car à partir de la RC2 il y a eu un nettoyage d'une API (Interface de programmation) du noyau afin de la rendre plus propre et plus logique ce qui a provoqué la modification supplémentaire d'un grand nombre de pilotes (plus de 1100 fichiers nettoyés).





On voit donc que les développeurs Linux restent fermes dans leurs convictions : pas question pour l'instant d'ouvrir une branche 2.7 car le système incrémental actuel fonctionne bien. Pas question, non plus, de faire des compromis sur la propreté des API internes du noyau. Si les mainteneurs de pilote externes ne veulent pas intégrer le noyau, ils devront adapter leur code eux-mêmes.





NdM : On appréciera (ou pas ;-) ) le ton et l'humour inimitable de Linus lors de l'annonce : It's one of those rare "perfect" kernels. So if it doesn't happen to compile with your config (or it does compile, but then does unspeakable acts of perversion with your pet dachshund), you can rest easy knowing that it's all your own d*mn fault, and you should just fix your evil ways.
Les nouveautés marquantes du nouveau noyau :


	GFS2, le système de fichier pour cluster qui est concurrent du système OCFS2 d'Oracle, est maintenant disponible. Il améliore radicalement les performances du "vieux" GFS et une liste de ses caractéristiques techniques est disponible sur LWN.



	Ext4 commence le début de son existence dans le noyau en tant que système de fichier expérimental (à ne pas utiliser si vous ne voulez pas prendre de risques). Les nouveautés ont été évoquées dans cette dépêche de LinuxFR.



	eCryptfs est une surcouche au-dessus des autres systèmes de fichiers qui permet de chiffrer/déchiffrer les données de façon souple et intuitive. On peut l'utiliser au cas par cas sans être obligé de chiffrer l'intégralité d'une partition. Cela fonctionne en local mais aussi sur des disques en réseau et les méta-données sont préservées ce qui autorise les copies et les sauvegardes.



	La nouvelle version de Linux propose également le sous-système libata pour les pilotes des disques utilisant la norme PATA (Parallel ATA). Auparavant ces pilotes étaient dans drivers/IDE mais il a été décidé d'utiliser la nouvelle "couche" libata. Cette couche est déjà utilisée pour les nouveaux disques à la norme SATA (Serial ATA) et elle est beaucoup plus propre. Elle a été réécrite entièrement pour améliorer les performances, la gestion des erreurs et le respect des standards. Le fait que les disques SATA et PATA se basent sur libata signifie également une meilleure utilisation du code commun. Dans un souci de compatibilité les anciens pilotes restent utilisés tant que les nouveaux n'ont pas fait la preuve de leur robustesse.



	Dans le domaine du son de nombreux pilotes OSS sont éliminés du noyau (ce qui représente près de 1.8 Mo en moins) au profit des pilotes ALSA.



	Une nouvelle architecture CPU (ATMEL AVR32) est ajoutée dans cette version du noyau Linux. C'est un processeur qui vise le marché de l'embarqué (faible consommation) tout en étant puissant (bon ratio d'instructions par cycle d'horloge). 



	La procédure de Read-Copy-Update (RCU) est maintenant préemptible. La procédure RCU permet (en gros) de maximiser les accès en lecture à une donnée. Maintenant le noyau peut "endormir" (préempter) temporairement cette procédure le temps qu'une tâche prioritaire s'exécute. Cette fonction de préemption est très utile pour le temps réel.



	Une API d'annonce des contraintes de latence est maintenant présente. Actuellement, il y a un compromis à faire entre le fait d'économiser du courant (en mettant le processeur dans un mode économie) et le fait de répondre à temps à des évènements (jouer une musique sans coupure). La nouvelle API permet d'améliorer ce compromis énergie/latence en donnant la possibilité aux pilotes d'annoncer au noyau leurs contraintes en terme de latence. Ainsi, par exemple, une webcam indiquera que la latence ne doit pas dépasser 1500 microsecondes si elle ne veut pas perdre d'images. Le noyau ajustera alors la fréquence du processeur pour satisfaire à cette contrainte.



	La fonction de mise en veille (software suspend) est améliorée par l'ajout d'un mode de lecture mémoire asynchrone (ce qui permet d'augmenter la vitesse de réveil de la machine). On note aussi que l'écriture des données en cas de mise en veille se fait maintenant par blocs de 4 Mo et non plus par blocs de 4 Ko. Cela devrait donc également améliorer la vitesse de mise en veille. Plus généralement des fonctions de surveillance des débits en lecture/écriture et de déboggage ont été ajoutées au noyau ce qui constitue une infrastructure solide qui permettra des progrès futurs.



	L'architecture x86-64 supporte maintenant l'ajout à chaud de processeurs et de barrettes mémoire.



	Les systèmes de fichiers formatés en FAT (clés USB et autre) peuvent êtres montés avec l'option -o flush ce qui permet une amélioration des débits au détriment de la robustesse.



	L'algorithme de gestion de la congestion des réseaux TCP est maintenant CUBIC. L'ancien algorithme (BIC) avait été introduit dans le noyau 2.6.7 et CUBIC permet un gain significatif.



	Une infrastructure permettant de "marquer" les paquets réseau est maintenant en place. Afin de répondre au besoin de paquet labeling le sous-système Netlabel a été ajouté au noyau 2.6.19. Cela va permettre de tagguer les paquets de façon cohérente en respectant la norme CIPSO (qui est en passe de devenir un standard des réseaux sécurisés). 



	Le support d'un nombre très important de nouveaux périphériques est ajouté au noyau (vidéo, USB, réseau, son, ATA, SCSI...etc etc) 










Comme d'habitude la liste très détaillée des nouvelles fonctions et des multiples ajouts est disponible sur la page LinuxChanges du site Kernelnewbies. Cette présentation est maintenant devenue une véritable référence lors de chaque nouvelle sortie du noyau.
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