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Ce 30 avril 2014, Red Hat annonce avoir engagé le rachat de Inktank, société à l'origine du système de fichiers distribué Ceph, pour la somme de 175 millions de dollars.


Cette acquisition, accompagnée de celle de Gluster en octobre 2011, permet à Red Hat de se placer en tant que leader dans le domaine des systèmes de fichiers distribués libres. Gageons que ce rachat permettra au projet Ceph de se développer plus rapidement et de bénéficier de l'expertise de Red Hat dans l'écosystème autour du noyau Linux.

Inktank


Inktank, fondée en 2012, a pour but de promouvoir et de donner une direction au développement de Ceph, un système de fichiers distribué libre basé sur le stockage d'objets. La société propose ainsi des solutions permettant de déployer Ceph dans un environnement professionnel notamment utilisant une plateforme Red Hat.


Parmi les services proposés se trouve l'application propriétaire Calamari, une interface graphique, qui permet de créer, gérer et suivre l'évolution de son cluster. Cette application ainsi que les autres développement propriétaires seront libérés par Red Hat suite à ce rachat.

Ceph


Ceph est un système de fichiers distribué basé sur le stockage d'objets et permet d'obtenir un service similaire à Amazon S3.


La mise en place d'un cluster Ceph nécessite un minimum de trois hôtes : 1 moniteur et 2 serveurs de stockage. Le moniteur est le chef d'orchestre du cluster. Tout client souhaitant lire ou écrire un objet doit d'abord contacter un moniteur qui l'authentifiera et lui donnera les informations nécessaires pour contacter un serveur de stockage.


Au nombre minimum de deux afin d'assurer la redondance des données, les serveurs de stockage se chargent d'écrire chaque objet sur le disque dur en utilisant les capacités du système de fichiers. Un objet se compose d'un identifiant, de données et de métadonnées.
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L'interaction avec un cluster Ceph se fait par l'intermédiaire de la librados qui permet de faire usage du cluster en fonction de ses besoins. Cependant, le projet fournit des services de base permettant ainsi d'utiliser Ceph comme périphérique block ou directement comme un système de fichiers POSIX.
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