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Le projet  DragonFlyBSD  est issu d'une divergence entre les développeurs de FreeBSD et Matt Dillon qui était un contributeur régulier. Celui-ci pensait que le chemin emprunté par la série des FreeBSD 5.x n'était pas le bon et il a donc choisi de se baser sur la série (robuste et éprouvée) FreeBSD 4.x pour la faire évoluer. Le but final est d'obtenir un système à image unique pour les clusters (un seul OS pour n machines) au lieu d'un cluster traditionnel (n OS pour n machines).





Voici donc, depuis le 7 janvier, la version 1.4 de ce système original.





Les nouveautés essentielles concernent une mise à jour profonde de la librairie C et l'introduction du système de packages de NetBSD (PKGSRC). Le compilateur par défaut est maintenant GCC 3.4 (la série 2.95 n'est plus supportée). Le démon NTP (synchronisation du temps) est DNTPD et il devient spécifique à cet OS. TLS (Thread Local Storage) est maintenant en espace utilisateur et les programmes peuvent donc l'utiliser directement (qu'ils soient multithreadés ou pas).





La liste des améliorations et des corrections de bugs est importante et Matt Dillon annonce que cette version 1.4 est la meilleure de toute sur le plan de la stabilité. La seule architecture supportée reste x86 mais un port vers x86-64 a démarré.
Dans le cas d'un ordinateur multiprocesseurs la solution logicielle habituelle est l'implantation d'un gros verrou (Big kernel lock) qui empêche deux tâches d'accéder simultanément au noyau. Pour améliorer les performances le système FreeBSD 5.x utilise des verrous fins locaux (mutex pour mutual exclusion). C'est un système extrêmement compliqué et le code est difficile à maintenir.





Selon Matt Dillon cette complexité extrême de FreeBSD 5.x (avec son nouveau modèle de processus, son ordonnanceur de nouvelle génération, l'implémentation de verrous locaux pour les processus au détriment du verrou global, etc.) va empêcher l'obtention d'une grande fiabilité.





Pour DragonFlyBSD c'est la voie de la simplicité qui a été retenue. Le système (LWKT pour Light Weight Kernel Threads) utilise un ordonnanceur par CPU (les processus sont donc compartimentés dans leur CPU) et ils ne peuvent migrer qu'exceptionnellement avec un inter-processor interrupt (IPI). Les mutex de FreeBSD sont remplacés par des sortes de jetons logiciels (serialized tokens) qui garantissent à un ensemble de threads qu'ils ne tourneront jamais en même temps à condition qu'ils ne bloquent pas dans un appel système.





L'avantage principal de LWKT est que la mémoire cache des processeurs est mieux utilisée puisqu'elle duplique beaucoup moins d'informations. Le code est également plus simple, plus lisible et plus maintenable.





Matt Dillon a également beaucoup d'idées originales et singulières pour les  versions futures de DragonFlyBSD (en particulier la réécriture du système de fichier virtuel en userspace et utilisant LWKT).





Cet OS mérite certainement qu'on s'y intéresse.
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