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Après plusieurs mois de développement (5 pour être précis), la nouvelle version majeure de Glances (version 2.0) arrive dans les bacs. Nous allons dans cette dépêche détailler les évolutions par rapport à la version précédente et effectuer un focus sur les nouveautés.


Avant de commencer et pour ceux qui ne connaissent pas encore Glances, voici une définition de l'objectif de ce logiciel: "Glances est un outil permettant d'identifier le plus simplement possible les problèmes de performance d'une machine". 


Pour cela il dispose d'une interface regroupant le maximum de statistiques système utiles dans un minimum de place. Les interfaces mise à disposition de l'utilisateur dans cette version sont : interface texte (Curse) pour les consoles & terminaux, mode client/serveur, interface Web (pure HTML/CSS), interface programmatique via une API. 


Glances est multiplate-forme: GNU/Linux, *BSD, OS X et Windows.
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Les évolutions

CLI


Le diable étant dans les détails. Une optimisation de l'affichage de chacun des modules a été effectuée. De plus, l'interface occupe tout l'espace disponible dans le terminal ou la console.


Pour les habitués de la version 1, voici quelques changements à prendre en compte:



	la statistique "CPU steal" n'est plus loguée en cas de dépassement des limites, seules les statistiques CPU user, system et iowait le sont ;


[image: CPU]



	le log de la charge de la machine est affiché sur la statistique 15 minutes et non plus sur 5 minutes et 15 minutes ;


[image: LOAD]



	afin d'améliorer la lisibilité, les statistiques "sensors" (température des disques et batteries) sont réunies dans un même bloc ;


[image: Sensors]



	les colonnes des statistiques des processus ont été ré-organisées ;


[image: Processus]

Fichier de configuration


La structure du fichier de configuration a été reprise. Ainsi, il va falloir adapter votre configuration existante pour cette nouvelle version. On trouve notamment une fonction permettant de fixer les alertes sur le débit des interfaces réseau. Par exemple pour une liaison ADSL :


# Default limits (in bits per second aka bps) for interface bitrate
wlan0_rx_careful=4000000
wlan0_rx_warning=5000000
wlan0_rx_critical=6000000
wlan0_tx_careful=700000
wlan0_tx_warning=900000
wlan0_tx_critical=1000000


API


L'API a également été revue pour améliorer la sécurité. Ainsi, dans le mode client/serveur, plus aucun mot de passe ne transite en clair sur le réseau en plus d'un encodage SHA256. 


La documentation de cette nouvelle version de l'API est disponible sur cette page.

Les nouveautés

L'interface Web


Avant de me faire jeter des pierres par des barbus énervés, sachez que cette nouvelle interface est un réel besoin remonté par les utilisateurs. Ils souhaitaient disposer d'une interface Web pour surveiller leurs machines depuis n'importe quel poste fixe ou mobile. J'ai donc supprimé le mode d'exportation au format HTML (basé sur Jinja) pour le remplacer par un service Web intégré (utilisant le framework Bottle). 


Une fois Glances lancé avec l'option -w, on dispose ainsi d'une interface Web "responsive":


$ glances -w
Bottle v0.12.5 server starting up (using WSGIRefServer())...
Listening on http://0.0.0.0:61208/
Hit Ctrl-C to quit.



Ce qui donne dans un navigateur Web d'un PC:


[image: Glances dans Firefox, sur PC]


ou dans celui d'une tablette:


[image: Glances sur un Nexus 5]


Les prochaines versions amélioreront encore cette interface avec notamment des fonctions de tri des colonnes, de configuration du taux de rafraîchissement (par défaut à 5 secondes) et de thèmes pour n'afficher que les informations que vous jugez utiles.

Le "fallback SNMP" dans le mode client/serveur


Depuis sa version 1.3, il est possible d'utiliser Glances en mode client/serveur afin de superviser ses machines à distance. Pour cela, il suffit de lancer le serveur avec l'option -s :


serveur$ glances -s
Glances server is running on 0.0.0.0:61209



Puis le client sur une machine distante:


client$ glances -c <@IP serveur>



[image: Mode client/serveur]


La version 2.0 apporte une nouvelle fonction de fallback SNMP au client. Ainsi, si le serveur Glances n'est pas detecté sur la machine serveur, Glances essaye de récupérer les statistiques en utilisant des requêtes SNMP. 


Note: pour l'instant, ce mode est expérimental et ne fonctionne que dans certains cas (serveur SNMP v2/2c sous GNU/Linux). L'équipe de développement a besoin de contributeurs pour faire évoluer cette fonction et l'ouvrir à d'autres type de matériel (autres OS, routeurs Cisco…).

Gestion des limites au niveau serveur


Les limites (CAREFUL, WARNING et CRITICAL) sont maintenant fixées au niveau du serveur et non plus du client comme dans les versions précédentes. La méthode getAllLimits() de l'API permet de récupérer ces limites.


Comme dans la version 1.x, les limites peuvent être modifiées dans le fichier de configuration (/etc/glances/glances.conf par défaut sous GNU/Linux).

Et celles que l'on ne voit pas…


…ou celles qui ne sont pas vues par l'utilisateur final. Glances v2.0 n'est pas qu'une simple mise à jour de la version 1.0 mais une refonte complète de l'architecture logicielle. Ainsi, le découpage en plugins des différentes fonctions (d'entrées et de sorties) va permettre à l'équipe de développement une plus grande souplesse pour l'ajout de nouvelles fonctions dans les prochaines versions. Chaque fonction de récupération de statistiques est isolée dans un plugin disposant de méthodes (voir par exemple celui de récupération des statistiques de la mémoire vive). 


Au niveau du processus de développement, le passage à cette deuxième version a coïncidé avec l'utilisation du workflow Git Flow. Une page a été rédigée dans le Wiki pour expliquer le workflow à suivre pour les corrections et les améliorations de la version de développement. 

Installation et mise à jour de Glances


Glances est disponible dans les dépôts de la plupart des distributions GNU/Linux. En attendant que les packagers fassent leur boulot, il est possible d'installer cette dernière version via pip :


Installation:


pip install glances


Note : PsUtil, la bibliothèque Python permettant à Glances de récupérer les statistiques de votre machine, nécessite l'installation préalable des headers Python (apt-get install python-dev sous Debian). Pour une procédure d'installation plus détaillée, je vous conseille la lecture de la documentation officielle.


Mise à jour :


pip install --upgrade glances


Certaines fonctions (comme le mode serveur Web) nécessite l'installation de bibliothèques tierces (Glances vous alerte automatiquement s'il lui en manque une). Pour installer la totalité des bibliothèques vous pouvez saisir la commande suivante :


pip install glances pysnmp bottle batinfo https://bitbucket.org/gleb_zhulik/py3sensors/get/tip.tar.gz

Et après ?


L'équipe de développement a déjà quelques idées de nouvelles fonctionnalités : amélioration du mode fallback SNMP, création d'une API REST, refonte de l'IA pour une mise en évidence encore plus précise des problèmes…


Glances est un projet open-source sous licence LGPL. Il a donc besoin de contributeurs pour continuer à évoluer.

Aller plus loin


	
Site officiel (GitHub)
(988 clics)


	
Les articles à propos de Glances sur le site de l'auteur
(516 clics)


	
Glances 2.0 sur PyPi
(154 clics)
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TASKS 227 (578 thr), 1 run, 225 slp, 1 oth sorted automatically by cpu percent

CPU% MEW: VIRT RES PID USER NIS  TIME+ I0R/s I0W/s Command

4.4 0.2 79.0M 15.2M 27889 nicolargo 0 R .24 0 0 /home/nicolargo/virtualenvs/glances-develop/bin,
4.1 3.6 676M 284M 1107 root 0s .56 @ 0 /usr/bin/X :0 -background none -verbose -auth /1
1.6 0.9 717M 70.8M 22440 nicolargo 0 S .49 0 0 /usr/lib/firefox/plugin-container /usr/lib/flast
1.6 4.7 2.106 371M 22870 nicolargo 0 S .50 0 © /usr/bin/gnome-shell

1.3 0.6 1.026 47.2M 4089 nicolargo 0 S .5 6 © /usr/bin/python /usr/bin/terminator

0.3 0.3 386M 27.5M 1982 nicolargo 0 S .84 0 0 /usr/bin/ibus-daemon --daemonize --xim

0.3 2.2 1.64G 176M 7042 nicolargo 0 S 30 0 evlc

0.3 6.51.986 515M 8411 nicolargo 0 S .55 © @ /usr/bin/perl /usr/bin/shutter

0.3 0.0 © 0 19741 root 0s .75 © @ kworker/0:0

0.3 0.0 © @ 26267 root es .47 0 @ kworker/2:1

0.3 0.0 0 @ 27127 root 0s .11 0 0 kworker/ul6:0

0.0 0.1 36.5M 6.45M 1 root es B © @ /sbin/init

0.0 0.0 o 0 2 root es .80 0 0 kthreadd

0.0 0.0 e 0 3 root 0s .32 © 0 ksoftirqd/e

0.0 0.0 e 0 5 root 205 .00 0 @ kworker/0:0H

0.0 0.0 ® ® 7 root 9s .38 @ @ rcu sched
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xps (Ubuntu 14.64 64bit / Linux 3.13.0-63-generic) - IP 192.168.0.5/24

Uptime: 1 day, 17:30:44

Intel(R) Core(TM) i7-4500U CPU @ 1.80GHZ - 1.80/1.80GHZ (4] 99.9% nice:  0.5% MEM  28.1% active 2.476  SWAP 0.05 LOAD  4-core
U CILITLITEIETEE DT EEEE DT L TR T UL TTET LT ] 99.9%)  user: irg: 0.0% total: 7.71G inactive: 1.386 total: 7.91G 1min:  1.66
MEM [ [[[IIITIIITT 28.1%]  system: iowait: [GNER used: [2NEFE buffers 199M  used s s nin 0.98
SWAP [ 0.0%]  idle: 0.1% steal: 0.0% free: 5.54G cached 1.766  free: 7.916 15 min: [6N68
NETWORK  Rx/s Tx/s CONTAINERS 2 (served by Docker 1.7.1)
dockerd o  ob
lo o  0b  Name Status CPU%  MEM TOR/s IOW/s Rx/s Tx/s Command
_h35fces6 @b @b _dbgrafana grafana 1 Up 16 mins 0.1 16.14 @b ©Ob Ob  6b /usr/sbin/grafana-server --config=/etc/grafana/grafa
“hgesbasa @b @b  _bgrafana influxdb 1 Up 16 mins 0.1 16.34 @b ©b 6b  6b /run.sh
wlang 19Kb  960Kb,
TASKS 228 (731 thr), 9 run, 219 slp, @ oth sorted automatically by cpu_percent, flat view
DISK I/0  R/s  W/s
sdal 0 ©  Dropbox RUNNING
sda2 © 374K  Python RUNNING CPU: 4.9% | MEM: 0.3%
sda3 0 0
CPU% MEM: VIRT RES PID USER NI'S  TIME+ I0R/s I0W/s Command
FILE S¥YS  Used Total  91.0 0.0 7.13M 100K 22818 nicolargo @R ©:11.21 @ @ stress --cpu 4 -t 30
/ (sda2) ~ 1976 2266  85.5 0.0 7.13M 106K 22821 nicolargo @ R 0:10.62  ©  © stress --cpu 4 -t 30
/boot/efi 3.38M 51IM  66.6 0.0 7.13M 100K 22820 nicolargo @ R 0:10.18  © O stress --cpu 4 -t 30
64.2 0.0 7.13M 100K 22819 nicolargo O R 0:10.14  © 0 stress --cpu 4 -t 30
SENSORS 40.1 4.0 1.436 313M 10150 nicolargo  © S 0:53.53 @ 294K /usr/bin/perl /usr/bin/shutter
templ “c 27 22.1 1.82.676 140M 3745 nicolargo 05 0:47.12 5K 157K /home/nicolargo/.dropbox-dist/dropbox-1nx.x86_64-3.8.8/dropbox /new
temp2 R 29 9.0 11.4 2.496 897M 6645 nicolargo  © S 34:29.50 0 @ /usr/lib/firefox/Firefox
Physical id °C 65 4.9 0.3 240M 25.7M 7077 nicolargo @R ©:51.84 0 @ python -m glances
Core & c 63 3.8 2.8 1.606 217M 3219 nicolargo 0 S ® 0 /usr/bin/gnome-shell
Core 1 “c 65 1.5 1.2 427M 93.4M 1987 root 0s ©  © /usr/bin/X :0 -background none -verbose -auth /var/run/gdn/auth-for
Battery % 3 6.6 0.1 40IM 7.42M 4128 nicolargo O R ® 0 zeitgeist-datahub
0.6 0.2 626M 14.6M 3041 nicolargo S © 0 /usr/lib/x86_64-linux-gnu/banf/banfdaenon
6.6 0.3 918M 20.2M 2744 root 0s © 0 /usr/bin/docker -d --dns 8.8.8.8 --dns 8.8.4.4
6.3 0.7 2.076 53.4M 2072 rabbitng @ S  1:05. ® 0 /usr/lib/erlang/erts-5.10.4/bin/beam.smp -W w -K true -A30 -P 10485
6.3 0.2 468M 16.5M 3325 nicolargo 19 S 0:01.60 0 1K /usr/lib/tracker/tracker-miner-fs
6.3 0.41.046 34.6M 4299 nicolargo @S 0:00.52 0 0 /usr/lib/evolution/3.10/evolution-alarm-notify
6.3 0.1 391M 10.1M 3258 nicolargo @S ©0:01.21 0 @ /usr/lib/telepathy/mission-control-5
6.3 0.1 355M 6.24M 3069 nicolargo @ S ©0:08.60 O O /usr/bin/ibus-daemon --daemonize --xim
6.3 0.0 0 0 173 root 0S5 0:00.72 @ 0 kworker/2:2
6.3 0.1 341M 4.64M 4133 nicolargo @S 0:00.76 O O /usr/bin/zeitgeist-daemon
6.3 0.0 39.6M 2.66M 3002 nicolargo @ S 0:04.69 0 0 dbus-daemon --fork --session --address=unix:abstract=/tmp/dbus-tj7X
6.3 0.5 9I3M 39.9M 4010 nicolargo @ S  0:06. © 0 /usr/bin/python /usr/bin/terminator
6.3 0.6 474M 46.2M 9079 nicolargo @S  O: ® 0 /usr/lib/firefox/plugin-container /usr/lib/flashplugin-installer/li

2015-09-19 14:57:28

Warning or critical alerts (lasts 3 entries)

2015-09-19 14:57:17 (ongoing) - CPU_USER (98.4)

2015-09-19 14:54:48 ( 20) - CRITICAL on CPU_USER (98.5)
2015-09-19 14:53:25 (0:00:24) - CRITICAL on CPU_USER (98.5)
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Activités. .:vigahur Web Firefox v sam. 19 sept., 15:00

xps (Ubuntu 14.04 64bit / Linux 3.13.0-63-generic) - IP 192.168.0.5/24 Uptime: 1 day, 17:33:25

CPU 100%  CPU 100%  nice: active: 0% LOAD 4-core

MEM | 28.9% user: irqg: total: 7.716 inactive: 1.476 total: 7.916 1 min: 1.86

SWAP 0% system: iowai used: 2526 buffers: 201M  used: e 5 omin: 1.15
idle: 0%  steal: free: 5.486  cached: 1.856  free: 7.916 15 min:  [[N10.78

NETWORK Rx/s Tx/s  CONTAINERS 2 (served by Docker 1.7.1)

docker® 0b 0b Name Status CPU% MEM IOR/s I0W/s RX/s TX/s Command

lo 261Kb  261Kb dockerinfluxdbgrafana grafana 1  Up 18 minutes 0.0 16.1M 0b 0b 0b 0b /usr/sbin/grafana-server --config=/etc/grafana/g

_h35fc066 0b 0b dockerinfluxdbgrafana_influxdb 1 Up 18 minutes 0.0 16.3M 0b 0b 0b 6b /run.sh

_h8e6basa 0b 0b

wlano 312b 1Kb  Warning or critical alerts (lasts 1 entries)

2015-09-19 14:59:50 (ongoing) - CRITICAL on CPU_USER (98.5)

DISK I/0 R/s W/s
ELEN 0 0  TASKS 226 (720 thr), 5 run, 221 slp, oth sorted automatically by cpu_percent, flat view
sda2 0 72K
sda3 0 0 Dropbox RUNNING A jour
Python RUNNING CPU: 6.4% | MEM: 0.3%
FILE SYS Used Total
/ (/dev/sda2) 2266 CPU% MEMSs VIRT RES PID USER NI S TIME+ IO0R/s 10W/s Command
/boot/efi (/dev/sdal) 3.38M 511M 93. 0.0 7.13M 100K 24848 nicolargo 0 R 00:15.63 0 0 stress
88. 0.0 7.13M 100K 24849 nicolargo 0 R .99 0 0 stress
SENSORS 82. 0.0 7.13M 100K 24851 nicolargo 0 R =73 ] 0 stress
templ °C 27 81. 0.0 7.13M 100K 24850 nicolargo 0 R .91 ] 0 stress
temp2 °C 29 34. 12.2 2.526 963M 6645 nicolargo 0 S .35 0 36K firefox
Physical id @ °C 68 3 226M 20.8M 24476 nicolargo 0 R .30 0 0 python
Core 0 °C (3 5 460M 119M 1987 root 0 S .81 0 0 Xorg
Core 1 °C (] .6 1.606 207M 3219 nicolargo 0 S .55 0 0 gnome-shell
Battery % 29 .0 1.446 319M 10150 nicolargo 0 S .91 0 0 shutter
3 918M 20.2M 2744 root 0 S .09 0 0 docker
7 2.076 53.2M 2072 rabbitmg 0 S .70 0 0 beam.smp
0 16.8M 2.11M 3357 nicolargo 0 S 71 0 3K elegance-colors
1 318M 9.48M 4140 nicolargo 0 S .92 0 0 zeitgeist-fts
1 427 5.13M 1857 whoopsie 0 S .08 0 0 whoopsie
1 401M 7.42M 4128 nicolargo 0 S .50 0 0 zeitgeist-datahub
4 800M 31.0M 4752 nicolargo 0 S .21 0 0 megasync
0 7.3 2011 rabbitmq 0 S .06 0 0 epmd
1 382M 3185 nicolargo 0 S .02 0 0 gsd-printer
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