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La sortie de la version stable 2.6.29 du noyau Linux vient d'être annoncée par Linus Torvalds. Le nouveau noyau est, comme d'habitude, téléchargeable sur les serveurs du site kernel.org.





En revanche ce qui sort du cadre habituel c'est la nouvelle mascotte qui a été adoptée pour cette version ! 


Dans le cadre de la campagne de sauvetage du diable de Tasmanie, les développeurs du noyau qui assistaient à la conférence LCA à Hobart ont participé à une vente de charité. 


Linus Torvalds a promis de remplacer, pour une version, le brave manchot Tux par son diabolique cousin Tuz si la vente atteignait 3 500 dollars.


Comme le résultat final a été de près de 35 000 dollars nous pouvons profiter, juste pour ce 2.6.29 qui devient collector, de la présence de cet irascible marsupial dans le source du noyau.





Plus sérieusement vous trouverez le détail des évolutions, nouveautés et prévisions dans la seconde partie de la dépêche.
La phase de test...


	La version RC-1 a été annoncée, dès le 10 janvier, par Linus du fait de la conférence LCA devant avoir lieu en Tasmanie : 


"La période de merge est terminée (..) et maintenant il reste juste le petit détail consistant à s'assurer que tout est stable et prêt à être utilisé. 


J'ai voulu publier la RC-1 suffisamment en avance pour que, quand il sera temps de partir pour la conférence LCA, nous ayons une RC-2 et que les plus horribles bugs de la RC-1 soient corrigés. Mais je sais bien que vous, les super développeurs, vous avez été tellement attentifs et soigneux qu'il n'y aura aucun bug n'est-ce pas ? Je suis certain que la RC-1 sera excellente. En quelque sorte...


(..) Ce qui ressort le plus c'est que nous avons intégré deux nouveaux systèmes de fichiers - btrfs et squashfs. Testez-les un bon coup et, s'il vous plaît, gardez en tête le fait que, si ces nouveaux systèmes de fichiers sont excitants, "nouveau" signifie aussi "pas vraiment testé". Je suis certain que les développeurs de btrfs vont apprécier vos tests mais je suggère que vous procédiez très prudemment (squashfs est en lecture seule, donc moins susceptible de boulotter vos données...mais qui sait ? La perversité de l'Univers est infinie)".






	Le 16 janvier c'est la RC-2 qui a pointé le bout de son nez :


"Environ la moitié des changements consiste en un merge tardif concernant MIPS (..) et il y a également quelques nouveaux pilotes. Le reste est vraiment petit.


Mais, en dépit du fait qu'ils soient petits, ces changements sont probablement plus importants et notables pour la plupart des gens : La première vague de corrections des régressions. Nous avons eu des bugs de l'accélération 3D sur de nombreuses machines (plus de compiz ! Que pourrions-nous faire sans ces fenêtres molles ?) qui devraient maintenant être corrigés.


Les corrections ne sont pas si importantes que ça mais franchement la RC-1 n'était pas très bonne. Certes il n'était pas prévu qu'elle le soit avec les vacances et tout ça. Donc j'espère que la RC-2 est revenue au niveau de qualité normale d'une RC-1, et peut-être un peu mieux".






	Il a fallu attendre le 28 janvier et le retour des développeurs de la conférence LCA (ou Linus a eu dans le cadre de la vente de charité en faveur du diable de Tasmanie, l'occasion d'exercer ses talents de barbier) pour que la version candidate RC-3 soit annoncée :


"C'est maintenant disponible et, bien que ce soit un peu gros par rapport à ce que je souhaiterais, cette taille est compréhensible car cela fait près de deux semaines entre la RC-2 et la RC-3 (du fait de la conférence LCA évidemment).


La partie la plus intéressante (au moins pour moi) des mises à jour de pilotes ce sont les corrections des fonctions PCI de mises en veille/réveil qui permettent enfin à l'un de mes portables d'avoir des fonctions _fiables_ de mise en veille/réveil.


Je ne surprends personne lorsque je dis que nous avons vraiment besoin des commentaires des utilisateurs sur tout les pilotes qui ne sont pas fiables aujourd'hui pour mettre en veille et réveiller proprement une machine.


Donc s'il vous plaît les gars — spécialement si vous utilisez la mise en veille — nous voulons avoir des rapports de régressions et nous avons besoin de savoir quel est votre matériel et quels sont les pilotes actifs.


Entendre parler des réussites est toujours agréable mais ce sont les régressions que nous voulons vraiment traquer".






	Le cycle s'est ensuite poursuivi sans histoire avec la RC-4 le 8 février :


"Encore une semaine (et demie) et encore une RC.


Des mises à jour d'architectures (sparc, blackfin), de pilotes (dvb, mmc, ide), d'ACPI, de systèmes de fichiers (ubifs, btrfs). Tout est là.


Mais le plus important c'est que les gens ont vraiment bossé sur les régressions et, espérons-le, cela résout les plus importantes sans, espérons-le aussi, en introduire d'autres".






	La version candidate RC-5 a été annoncée par Linus à peine cinq jours plus tard, un vendredi 13 : 


"C'est un moment magique (complètement bidon) pour annoncer la sortie d'un noyau, donc le voici.


Pratiquement tous les changements concernent les pilotes et le reste est une collection de petites corrections triviales (juste comme j'aime). Alors allez-y et testez-le à fond parce que moi je vais passer ce week-end de trois jours complètement saoul à la plage. Quelqu'un doit bien se dévouer".






	Après cet intermède alcoolisé les RC-6 et RC-7 ont été annoncées et ont donné l'occasion d'une petite mise en garde :


"Le gros du patch consiste en l'ajout de deux nouveaux pilotes (le pilote réseau ATL1c et le pilote DVB Firewire FireDTV). C'est la nouvelle politique du "les nouveaux pilotes ne peuvent pas introduire de régressions", mais évidemment si vous choisissez de les compiler dans le noyau cela peut provoquer des problèmes (que vous ayez la carte en question ou pas) comme nous l'avons vu avec le pilote FireDTV ;)


A part ces deux nouveaux pilotes le reste n'est constitué que de petites corrections. J'espère qu'on s'approche de la version 2.6.29 finale mais vu la liste des régressions je suspecte qu'il y aura au moins une RC-8 avant ça".






	Il a effectivement fallu une version RC-8 annoncée le 12 mars pour corriger quelques problèmes de dernière minute dont l'un est assez inhabituel puisqu'il s'agit d'un bug matériel d'un processeur (reconnu par Intel dans sa documentation) :


"Ce que je trouve intéressant c'est que nous avons rencontré un bug lié à un erratum du processeur Atom, cela a pris un certain temps aux gens pour trouver la cause. C'est intéressant car c'est un cas assez rare.


Nous avons une correction (quoique peut-être pas définitive) dans cette version candidate, ainsi que pas mal d'autres petits changements".










Btrfs





Le système de fichiers de nouvelle génération Btrfs est entré dans le noyau officiel 2.6.29 afin de faciliter son développement et d'accélérer sa maturation. 





Attention cela ne signifie pas que Btrfs est considéré comme stable ! Cette inclusion n'est effectuée que pour permettre à de nombreux utilisateurs de tester plus facilement et de rapporter les bugs et le chemin est encore long avant d'être déclaré stable. À titre de comparaison le système de fichiers Ext4 (beaucoup moins novateur) est entré dans le noyau à la version 2.6.19 (novembre 2006) mais n'a été considéré comme vraiment stable et pouvant être utilisé par tous qu'à la version 2.6.28 (décembre 2008).





Le format d'enregistrement sur le disque de Btrfs n'est pas encore officiellement déclaré comme figé (mais il ne sera changé que dans le cas de la découverte d'un bug imposant vraiment de le modifier). 





Pour information Btrfs est un système de fichiers extrêmement moderne qui reprend toutes les bonnes idées apparues au cours des dernières années et en ajoute quelques unes.


	On y retrouve la notion de "Copy on Write" : lors de la modification d'un fichier ce dernier est simplement copié à un autre endroit du système de fichiers et les nouvelles données seront enregistrées sur la copie au lieu de l'être sur l'original. On bascule ensuite entre les deux de façon atomique ;



	Le stockage est basé sur les extents : on réserve un espace de stockage contiguë lors de l'enregistrement d'un fichier afin de pouvoir le faire grandir sans problème (taille de fichier maximum de 2^64 octets) ;



	La protection des données est améliorée par l'usage de sommes de contrôle sur les données et les méta-données ;



	Le système est redimensionnable (y compris pour le rétrécir) et ce redimensionnement peut se faire à chaud ;



	La compression des données (avec l'algorithme zlib) est transparente et s'active très simplement avec mount -o compress ;



	Possibilité de prendre des "instantanés" (snapshots) du système à un instant donné, ces snapshots étant même accessibles en écriture ;



	Vérification du système de fichiers, avec le programme btrfsck, tolérante aux erreurs et ultra-rapide ;



	Allocation retardée des blocs pour augmenter les performances.




Du coté des améliorations planifiées sur Btrfs lors des prochains cycles de développement du noyau, on peut citer l'allocation des extents qui n'est pas encore optimisée pour utiliser au maximum les machines multiprocesseurs. Le verrou va être finement décomposé pour augmenter les performances. L'état d'avancement de Btrfs peut être suivi sur le wiki du projet.





Squashfs





Aux côtés de Btrfs un autre système de fichiers fait son entrée dans le noyau 2.6.29. Il s'agit de Squashfs qui occupe la niche des systèmes compressés et en lecture seule.





Utilisé principalement dans les systèmes embarqués ou dans les live-CD, Squashfs a longtemps été développé en dehors du processus normal du noyau Linux. Bien entendu un tel modèle de développement à base de patch externe est difficile à soutenir à long terme du fait de la rapidité d'évolution de Linux. C'est ce qui explique le désir d'intégration dans la branche principale du noyau qui aboutit aujourd'hui.





Dans le monde du libre Squashfs est devenu la solution standard de systèmes de fichiers compressés et en lecture seule puisqu'il est utilisé par les versions live-CD de Debian, Gentoo, Ubuntu et Fedora. A partir du noyau 2.6.29 il ne sera donc plus nécessaire pour ces distributions de patcher leur noyau pour rajouter Squashfs.





La documentation présente dans les sources du noyau explique bien les spécificités de Squashfs et propose un comparatif avec Cramfs.





Squashfs permet de compresser les fichiers, les répertoires et les inodes et il autorise le choix d'une taille de bloc de 1 Mo afin d'améliorer le taux de compression.





Pour l'instant c'est l'algorithme gzip qui est utilisé mais il est probable qu'à l'avenir le projet va se tourner vers lzma qui est plus avancé techniquement. Des patchs existent déjà à cette adresse et le comparatif fait apparaître que, pour une taille non compressée de 668 Mo, on passe de 222 Mo à 167 Mo entre gzip et lzma.





KMS





Après l'entrée du gestionnaire de mémoire pour cartes graphiques GEM dans le noyau précédent c'est maintenant KMS (kernel-based mode-setting) qui arrive dans le nouveau noyau 2.6.29. Le mode-setting c'est tout simplement la configuration de la carte graphique pour qu'elle puisse afficher correctement les données graphiques sur l'écran. KMS permet d'effectuer ce travail dans le noyau ce qui apporte de nombreux avantages.





On peut citer tout d'abord le fait que le mode setting, puisqu'il est unifié dans le noyau, se retrouve donc partagé entre tous les pilotes. C'est la fin d'une multitude de lignes de codes redondantes au profit d'une seule implémentation plus robuste.





KMS permet également de pouvoir enfin faire tourner le serveur X sans les droits root ce qui est un énorme avantage sur le plan de la sécurité du système. 





Enfin avec KMS le changement rapide d'utilisateur (fast user switching) est facilité puisqu'il n'y a plus besoin de changer de terminal virtuel, les phases de mise en veille/réveil sont plus simples donc plus fiables, le boot de la machine est plus agréable (plus de bascules des modes d'affichage) et les messages de panique du noyau peuvent éventuellement être graphiques.





Actuellement il n'y a que le pilote Intel qui fonctionne bien avec KMS mais on peut parier que les autres pilotes vont s'aligner rapidement du fait des nombreux bénéfices qui découlent de l'utilisation de KMS.





Ajout de "crochets" (hooks) dans LSM





Dans le domaine de la sécurité une nouveauté importante est l'ajout de "crochets" (hooks) dans LSM afin de permettre l'arrivée des modules de sécurité basés sur le chemin (pathname-based).





Dans le noyau Linux il existe une infrastructure unique sur laquelle viennent se greffer les modules de sécurité concurrents. Cette infrastructure se nomme LSM (Linux Security Modules) et elle est utilisée par les modules de sécurité SELinux et SMACK.





Pourtant cette infrastructure ne fait pas l'unanimité car elle est peu adaptée aux modules de sécurité très différents de SELinux et SMACK. Ces derniers utilisent l'approche basée sur des labels qui sont attachés à chacun des objets du système mais ce n'est pas la seule approche possible de la sécurité. 





Une alternative consiste à se baser non pas sur des labels, mais sur le chemin d'accès aux objets (par exemple /usr/sbin/httpd) et de lister les restrictions de sécurité en fonction de ce chemin d'accès. 





L'implémentation de cette approche basée sur le chemin (pathname-based) était rendue très difficile par LSM. Celui-ci n'avait pas de crochets (hooks) adaptés permettant à l'infrastructure de présenter des points d'entrée aux modules basés sur le chemin et de nombreux développeurs ont donc critiqué ces modules comme étant peu sûrs.





Le noyau 2.6.29 apporte donc enfin ces crochets spécifiques dans LSM ce qui va permettre l'inclusion dans la branche principale de modules de sécurité comme TOMOYO ou AppArmor. 





Si AppArmor n'est peut-être plus vraiment d'actualité depuis le licenciement par Novell des développeurs du projet, en revanche TOMOYO à toutes ses chances de rentrer rapidement dans le noyau Linux, et ce dès la version 2.6.30.





Ce module basé sur le chemin apportera donc des avantages distincts de ceux des modules classiques basés sur les labels et les utilisateurs de Linux pourront donc comparer les approches et choisir le module qui leur conviendra le mieux.





RCU hiérarchique





Le mécanisme de RCU (Read-Copy update) devient hiérarchique dans le nouveau noyau 2.6.29.





La technique du Read-Copy update est un mécanisme de synchronisation ingénieux qui permet à de multiples threads de lire simultanément une donnée sans poser dessus un verrou coûteux. Le RCU autorise donc un processeur à lire une ressource partagée comme s'il était le seul à y accéder. Quand une opération d'écriture, et non plus de lecture, est demandée par un thread alors la ressource est copiée ailleurs avant d'être modifiée. L'original continue d'exister jusqu'à ce que les threads de lecture aient fini leur travail.





Ce mécanisme de RCU "classique" est donc très efficace mais le temps a montré qu'il souffre quand même d'un défaut important. La partie qui est chargée de déterminer la fin des diverses opérations de lecture sur la ressource ne fonctionne pas bien dans le cas de machines possédant des centaines de processeurs. L'algorithme a été conçu au moment où les ordinateurs n'avaient qu'un maximum de 32 cœurs et la montée en charge est perturbée par cette limitation. Il est possible de contourner partiellement cette barrière pour monter jusqu'à quelques centaines de cœurs mais la solution n'est pas vraiment naturelle ni propre.





Pour ajouter encore à ce défaut de montée en charge on peut relever que l'implémentation RCU "classique" nécessite un réveil fréquent des processeurs au détriment de l'économie d'énergie.





Afin de corriger ces défauts Paul McKenney a proposé une toute nouvelle implémentation du mécanisme RCU qui devient "hiérarchique".





L'idée est ici de créer des structures hiérarchiques (rcu_node) qui contiendront chacune leur propre verrou ce qui permettra de diviser les cœurs entre ces structures et d'éviter les problèmes de montée en charge.





Pour résoudre le problème de l'économie d'énergie des compteurs sont créés (rcu_dynticks) afin de savoir si le cœur est en sommeil ou pas. Le RCU "hiérarchique" évitera ainsi soigneusement de réveiller les processeurs qui sont endormis et ne consultera que ceux effectuant un vrai travail.





Ce nouveau mécanisme RCU a été testé intensivement avec l'outil rcutorture et il a été confirmé qu'il est très efficace sur des machines possédant des milliers de processeurs sans impacter la vitesse des machines plus traditionnelles. Il est possible de paramétrer la hiérarchie souhaitée avec l'option CONFIG_RCU_FANOUT et la limite est bien repoussée puisqu'on peut aller jusqu'à 16384 cœurs sur les machines 32 bits et jusqu'à 262144 cœurs pour les architectures 64 bits.





Selon les propres mots de Paul McKenney : "Je sais que je vais regretter d'avoir dit ça mais cela me semble plus que suffisant pour le futur prévisible".





"Geler" un système de fichiers





Il est maintenant possible de "geler" un système de fichiers afin de faire une sauvegarde.





Ce gel consiste essentiellement à interrompre toutes les opérations d'écriture en cours afin de garder un état stable du système de fichiers et de pouvoir lancer une sauvegarde. Cette fonction était déjà présente dans le système de fichiers XFS mais les développeurs du noyau, et en particulier Takashi Sato, se sont lancés dans la généralisation de cette possibilité à tous les systèmes de fichiers. Pour cela une nouvelle commande ioctl a été créée qui permet l'entrée dans le freeze du système avec la commande FIFREEZE ainsi que la sortie de l'état suspendu avec la commande FITHAW.





À propos de cette sortie de l'état "gelé" une précaution spéciale a dû être prévue au cas où le logiciel de sauvegarde ne fonctionnerait pas correctement. Un décompte de temps est lancé dès que le système est gelé et si à l'expiration du compteur le système est toujours gelé, la commande de réveil FITHAW est activée. Cela permet de ne pas se retrouver avec un système de fichiers en lecture seule par la faute d'un bug idiot dans son système de sauvegarde.





Bien entendu si la sauvegarde est très longue ce décompte de temps peut lui-même poser des problèmes… mais les développeurs du noyau sont des gens astucieux et il est possible à l'application de sauvegarde de réinitialiser périodiquement le compteur avec la commande FIFREEZE_RESET_TIMEOUT tant que son travail n'est pas terminé.





En définitive avec ce patch tous les systèmes de fichiers présents dans la branche principale (ext3, ext4, xfs, gfs2, jfs, reiserfs, etc.) peuvent maintenant profiter facilement de cette possibilité de "geler" le système pour faire une sauvegarde.





WIMAX





Une pile réseau supportant la technologie WIMAX est désormais incluse dans le noyau Linux 2.6.29.





Le WIMAX (Worldwide Interoperability for Microwave Access) est une norme de transfert sans fil à haut-débit. Connue également sous le nom de "Broadband Wireless Access" ou sous le numéro de norme 802.16, comme peut l'être le Wi-Fi avec la norme 802.11, le WIMAX promet de révolutionner les accès sans fil. Les débits peuvent atteindre plusieurs dizaines de Mbits sur des distances qui se comptent en kilomètres.





La firme Intel développe des périphériques WIMAX et a donc un grand intérêt à ce que cette technologie se répande et soit bien prise en charge par Linux. Intel a donc écrit la pile réseau générique WIMAX et un site web spécifique a été mis en place pour augmenter la visibilité du projet.





Pour l'instant un seul pilote de périphérique est entré dans la branche principale du noyau et ce pilote est destiné au support des cartes Intel de type Echo Peak. Malheureusement, comme souvent, ce pilote libre sous GPL est accompagné d'un micrologiciel redistribuable mais non libre (sous licence IFBDL) et d'un blob binaire d'authentification (supplicant) soit disant pour des raisons de respect de la loi dans les procédures d'authentification au sein du réseau WIMAX. Le blob binaire posera sans doute des problèmes aux distributions ayant une politique stricte au point de vue de la liberté du code aussi Intel a promis de libérer ce code dans le futur ("Du fait d'un ensemble de problèmes que nous sommes en train de résoudre nous ne pouvons pas ouvrir le code pour l'instant, mais ce sera fait").





En bref…


	La gestion des informations de sécurité sur les processus (credentials records) a été profondément réorganisée. Ces informations, par exemple l'ID du user, l'ID du groupe, le contexte de sécurité, les capacités, ont maintenant une structure dédiée (struct cred) séparée de la structure du processus en question. Ce patch des credentials records permet d'avoir une gestion plus logique des informations de sécurité et constitue un pré-requis pour le patch de mémoire cache des systèmes de fichiers réseaux qui arrivera dans les versions suivantes du noyau.






	La couche SCSI du noyau est maintenant compatible avec les périphériques de type Fibre Channel sur Ethernet (FCoE) grâce à la nouvelle bibliothèque libfc.






	La pile Wi-Fi mac80211 du noyau est désormais capable de prendre en charge le mode Wireless Access Point. Le code de ce mode WAP était présent dans les noyaux antérieurs mais il n'était pas activé. Maintenant que son niveau de maturation est jugé suffisant il peut être utilisé sans problème. À noter que la partie authentification est toujours déléguée au démon en espace utilisateur hostapd.






	Le système de fichiers Ext4 (détaillé dans un article du site developerWorks d'IBM) possède désormais, grâce aux développeurs de Google, une option permettant de ne pas utiliser de journal. Bien entendu on perd les bénéfices de la journalisation mais dans certain cas cela peut être utile et on y gagne sur les performances.






	Il est maintenant possible de faire des sommes de contrôle sur les métadonnées du système de fichiers ocfs2. Ce système de fichiers réparti est spécialisé dans les grappes de serveurs (clusters) et on comprends que l'intégrité des données est d'une importance cruciale pour ces imposantes machines. Au delà des sommes de contrôle ocfs2 gagne également le support des ACL, des attributs de sécurité et la possibilité de fixer des quotas.






	La solution de chiffrement de fichiers eCryptfs, incluse depuis le noyau 2.6.19, peut désormais chiffrer les noms des fichiers et non plus uniquement leur contenu.






	Après la technique de TSO (TCP segmentation offload) qui permet aux cartes réseaux de décharger le processeur de certaines tâches concernant la génération de paquets c'est au tour de LRO (Large receive offload) de faire son entrée dans le noyau. Cette fois-ci ce sont les machines recevant du trafic réseau qui se verront un peu déchargées. L'idée consiste en gros a agréger les paquets reçus dans un tampon afin de moins solliciter la pile réseau de la machine.


L'implémentation retenue pour le noyau 2.6.29 est très générique afin que les divers pilotes réseau possédant cette fonction puissent utiliser le code générique au bénéfice de la mutualisation du code.






	Les divers pilotes de la plate-forme Androïd de Google font leur entrée dans la branche -staging du noyau (rappelons que cette branche -staging est destinée à accueillir des pilotes non finalisés pour accroître leur visibilité et susciter l'intérêt des testeurs et des relecteurs de code… prudence donc). 






	Le système de fichiers spécialisé dans la mémoire Flash UBIFS possède désormais des options de compression lors du montage. Il suffit de passer la commande -o compr= et de spécifier l'une des trois options entre "none", "lzo" et "zlib".






	Le code gérant les périphériques USB On-The-Go (c'est à dire les périphériques USB pouvant négocier pour échanger les rôles de maîtres/esclaves) a été largement factorisé. Cette amélioration permettra aux différents pilotes de ces périphériques d'avoir une plus grande quantité de code en commun ce qui est tout bénéfice pour la facilité d'écriture et la robustesse.






	Le système de fichiers virtuels sysfs (destiné à exporter vers l'espace utilisateur des informations concernant les périphériques du système) peut maintenant être utilisé pour savoir si le disque est de type rotatif ou pas. Ainsi les diverses applications en espace utilisateur pourront interroger ce paramètre et optimiser les accès selon qu'on est en présence d'un disque dur ou d'un disque SSD.






	Le noyau 2.6.29 introduit le début du support pour la console Pandora (basée sur un coeur ARM et DSP). Plus généralement le dernier noyau propose beaucoup d'améliorations sur l'architecture ARM (support du Cortex-A9, du SoC S3c24a0 et de bien d'autres encore).






	La mémoire flash de type LPDDR (Low power double data rate) est prise en charge par le noyau 2.6.29. Ce nouveau type de mémoire (aussi nommé Mobile-DDR) est destiné aux appareils sur batterie (téléphones et autres) qui peuvent ainsi profiter d'un débit atteignant 667 Mo/s sur un bus 16 bits.






	Comme cela avait été fait en son temps pour les architectures x86 et x86-64 une unification a eu lieu au sein des répertoires sources du noyau. Cette fois ce sont les architectures SPARC et SPARC64 qui sont unifiées avec les mêmes bénéfices qu'auparavant : une plus grande mutualisation du code qui implique des tests plus efficaces ainsi que moins de travail de maintenance et moins de bugs.






	Du côté de l'interface ieee1394 (plus connue sous le nom commercial de Firewire utilisé par Apple) les périphériques ayant un taux maximum de transfert de 1600 Mbits/s et 3200 Mbits/s sont maintenant pris en charge alors que la limite précédente se situait à 800 Mbits/s. 







Pour un bilan en chiffres on pourra se reporter, outre l'habituel article du site LWN qui ne sera accessible à tous que le 26 mars, au très intéressant site des statistiques du noyau. Celui-ci permet d'avoir une vue d'ensemble sur le nombre de patchs de chaque version, les principales firmes ayant contribué au noyau et le classement des développeurs en fonction de plusieurs critères d'activité.





Pour le 2.6.29 on voit que le nombre de patchs est, au 19 mars, de 11 627 (9 045 pour le 2.6.28). En nombre de lignes modifiées cela représente 1 642 117 lignes et, une fois n'est pas coutume, c'est Novell qui est en tête des statistiques en tant que contributeur. Le résultat est toutefois biaisé car Greg Kroah-Hartman, développeur Novell, est responsable de la branche -staging qui accueille de nombreux pilotes. À lui seul il est crédité de 331


155 lignes modifiées mais c'est évidemment un artefact lié a son rôle de mainteneur de cette branche.





Le nouvel indicateur "Tested-By" qui indique qu'un patch a été testé par un développeur continue doucement sa progression puisqu'il passe de 173 occurrences dans le 2.6.28 à 275 pour le dernier noyau (il y en avait à peine 9 lors du cycle du 2.6.22).


C'est la même chose pour l'indicateur "Reported-By" qui vise à reconnaître, en citant leur nom, la contribution de ceux qui rapportent des dysfonctionnements. Là aussi on progresse petit à petit à mesure que ce nouvel indicateur est utilisé et on passe de 204 occurrences dans le 2.6.28 à 364 pour la dernière version du noyau (seulement 11 pour le 2.6.22).





Vous savez donc ce qu'il vous reste à faire si voulez voir votre nom apparaître dans le changelog d'un prochain noyau Linux !





Pour la suite…





En ce qui concerne les futures nouveautés des prochaines versions du noyau on peut se tourner vers la page spécifique de la Fondation Linux maintenue par Jonathan Corbet ainsi que vers le message récapitulatif de Stephen Rothwell (responsable de la branche linux-next).


	Le système de fichiers en réseau NFS dans sa version 4.1 propose une possibilité d'accès ultra-rapide aux données. C'est le mécanisme Parallel NFS (pNFS) qui permet cela en envoyant les données à partir de plusieurs disques en parallèle (technique de striping). Le noyau 2.6.30 est prévu pour accueillir les premiers patchs de l'infrastructure pNFS (initialisation des sessions, échange d'identifiants, etc.) et c'est le noyau 2.6.31 qui intégrera le gros du travail (commandes d'entrées/sorties, lecture et écriture des données, etc.).






	Dans le cadre du travail d'Arjan van de Ven destiné à améliorer la vitesse d'amorçage une infrastructure d'appels asynchrones a été développée. Avec cette infrastructure il est possible d'interroger les périphériques (device probing) de façon asynchrone lors de l'amorçage pour éviter de bloquer sur l'un d'eux. Cela permet de gagner du temps entre le démarrage du noyau proprement dit et le lancement du premier processus (init) même si ce temps dépend largement du type de machine.


Les patchs pour les périphériques SATA et pour les périphériques SCSI sont présents dans le noyau 2.6.29 mais la fonction a été désactivée à la demande d'Arjan qui ne trouvait pas le code assez mûr. L'activation de cette fonction de découverte asynchrone des périphériques lors de l'amorçage est prévue pour le noyau 2.6.30 et c'est cette version qui permettra de bénéficier d'une vitesse de démarrage améliorée.






	Un nouveau candidat au titre très disputé de meilleur allocateur mémoire a fait son apparition sous le nom de SLQB. Après SLAB (l'allocateur standard), SLOB (spécialisé dans l'embarqué) et SLUB (introduit dans le noyau 2.6.22 pour remplacer SLAB), le dernier venu (SLQB donc pour ceux qui suivent) a l'ambition de détrôner ses petits frères. Nick Piggin, le créateur de ce nouvel allocateur mémoire, a demandé l'inclusion de SLQB dans la branche de test -mm gérée par Andrew Morton mais celui-ci craint que peu de gens ne prennent la peine de faire des tests. Il est donc possible que SLQB fasse ainsi son entrée dans la branche principale afin d'augmenter sa visibilité et drainer des testeurs en ayant pour perspective de bouter ses concurrents hors du noyau.


Quand à savoir s'il est vraiment opportun à court terme d'ajouter encore un allocateur aux trois déjà présents, Andrew Morton a sa petite idée : "Moi je suis 100% derrière l'idée de réduire le nombre des implémentations d'allocateur mémoires. De toute façon notre convention de nommage nous limite à 26. Encore heureux que le noyau ne soit pas écrit en cyrillique !".
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