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Vu dans Le Monde aujourd'hui, un article sur le présent et le futur des supercalculateurs.





Cray annonce son objectif d'atteindre le petaflop (un million de miliard d'opérations à virgule flottante par seconde) d'ici 2010, et propose des configurations à 52,4 teraflops, développées avec le concours de la NSA (National Security Agency, les gentils monsieurs qui traquent les terroristes dans nos communications). Leurs concurrents :


 - NEC au Japon avec le projet Earth Simulator (40 teraflops) qui simule notre planète aux niveaux météorologiques et tectoniques ;


 - IBM aux Etats-Unis avec Blue Gene/L (367 teraflops) en commande pour le département américain de l'énergie.
Une différence fondamentale entre Cray et NEC d'un côté et IBM de l'autre : l'architecture, vectorielle pour les premiers, scalaire pour IBM.


L'intérêt des architectures scalaires (en clusters) est leur moindre coût de développement puisqu'ils utilisent du matériel produit en plus grands quantitées ; en plus le tout tourne sous Linux : "Blue Gene/L will have a theoretical peak performance of up to 367 teraflops with 130,000 processors running Linux".


Leur défaut est d'avoir des performances limitées par les communications entre les composants du cluster.
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