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Après son étude sur la fiabilité des disques durs en février 2007 (voir l'excellent journal d'Herodiade à ce sujet auquel le titre de cette dépêche fait allusion), les ingénieurs de Google ont fait paraître une étude similaire mais qui porte cette fois sur la mémoire vive.





C'est lors du congrès Sigmetrics/Performance 2009 que cette étude a été présentée par deux ingénieurs de Google et une chercheuse de l'université de Toronto (on retrouve les mêmes noms que pour l'article sur les disques durs : Eduardo Pinheiro, Wolf-Dietrich Weber et Bianca Schroeder).





Comme pour le papier précédent, l'intérêt de ces données réside dans le fait qu'elles s'appuient sur l'expérience réelle des gigantesques fermes de serveurs de Google. 


Il ne s'agit pas d'une petite étude en laboratoire mais bien de statistiques se basant sur plusieurs millions de barrettes mémoire et une durée de fonctionnement de deux ans et demi !
Alors quelle est la grande nouveauté qu'apporte cette étude ?

Et bien la réponse n'est pas très rassurante puisqu'il s'avère que les erreurs des mémoires DRAM sont bien plus nombreuses que prévu. 



Alors que les études précédentes laissaient penser à un taux d'erreur situé entre 200 et 5000 par mégabits (le taux d'erreur est le FIT pour Failure In Time par milliard d'heures) les chercheurs ont découvert que le taux observé était plus de l'ordre de 25000 à 75000. C'est quand même 25 à 375 fois plus que prévu !



Bien entendu les barrettes de chez Google sont protégées par des codes correcteurs d'erreurs ECC mais ce système n'est pas infaillible. Dans la plupart des cas ces codes ECC corrigent l'erreur quand elle affecte un seul bit et se contentent de détecter l'erreur sans pouvoir la corriger quand elle concerne deux bits (SECDED pour single error correct double error detect).

L'étude montre que plus de 30% des machines rencontrent une erreur DRAM corrigeable par an et 1,3% des machines rencontrent une erreur non corrigeable par an (l'erreur non corrigeable se solde le plus souvent par un crash).



Après cette constatation d'un important taux d'erreur il faut tenter d'obtenir des corrélations afin de découvrir les facteurs aggravants.




En résumé :	Il y a une forte corrélation entre le début des problèmes et le risque d'erreurs ultérieures sur une même barrette. Si une mémoire est victime d'une erreur corrigeable alors les chances d'en rencontrer une autre dans le même mois sont entre 13 et 228 fois plus élevées que pour une barrette lambda (et entre 9 et 400 fois pour une erreur non corrigeable).


	Il y a une corrélation significative entre le taux d'erreur et l'âge des barrettes.


	Il n'y a pas de corrélation claire entre le taux d'erreur et la taille mémoire de la barrette (1 Go, 2 Go ou 4 Go) ou entre le taux d'erreur et la technologie employée (DDR, DDR2, FBDIMM). L'influence de la température (dans la limite des variations des centres de données Google) semble également assez faible.


	On observe une forte corrélation entre le taux d'erreur et le taux d'utilisation de la machine (la charge du processeur et la quantité d'allocation mémoire).


	Les erreurs matérielles (une cellule endommagé définitivement) sont bien plus fréquentes que les erreurs logicielles (un rayon cosmique qui se baladait par là et qui change aléatoirement une cellule).



En conclusion

Les auteurs de l'étude soulignent le rôle absolument crucial des codes de corrections des erreurs. Ils préconisent même l'utilisation d'algorithmes plus avancées que le simple schéma SECDED puisqu'ils montrent que les machines équipées de la technologie Chipkill ont entre 4 et 10 fois moins d'erreurs non corrigeables que celles équipées de simples barrettes ECC. 

Ce taux réduit d'erreur obtenu grâce à la technologie Chipkill (0,22% d'erreurs non corrigeables par barrette et par an) n'est toutefois pas suffisamment bas pour dispenser les centres de données d'avoir des applications tolérantes aux crashs.



Sachant que les ordinateurs du grand public n'ont même pas de mémoire ECC, ça laisse rêveur...
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