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Cher journal,



J'utilise le soft RAID 1 (deux partitions mirorées) depuis près de deux ans. Sans aucun soucis, jusqu'a ce que je migre sur une carte Serial ATA Silicon Image (sil pour les intimes) qui marche en théorie parfaitement sous Linux. J'utilise une Gentoo 2004.1 et un kernel 2.6.7-gentoo (comportement également constaté sur kernel 2.6.5/6 vanilla).



Une fois tous les quelques jours, le raid décide de péter un cable et de me kicker un disque : 



ata1: SATA max UDMA/100 cmd 0xE0D18080 ctl 0xE0D1808A bmdma 0xE0D18000 irq 4

ata2: SATA max UDMA/100 cmd 0xE0D180C0 ctl 0xE0D180CA bmdma 0xE0D18008 irq 4

md: linear personality registered as nr 1

md: raid0 personality registered as nr 2

md: raid1 personality registered as nr 3

md: md driver 0.90.0 MAX_MD_DEVS=256, MD_SB_DISKS=27

md: Autodetecting RAID arrays.

md: autorun ...

md: considering sdb3 ...

md:  adding sdb3 ...

md: sdb2 has different UUID to sdb3

md:  adding sda3 ...

md: sda2 has different UUID to sdb3

md: created md1

md: bind

md: bind

md: running: 

raid1: raid set md1 active with 2 out of 2 mirrors

md: considering sdb2 ...

md:  adding sdb2 ...

md:  adding sda2 ...

md: created md0

md: bind

md: bind

md: running: 

md: kicking non-fresh sda2 from array!

md: unbind

md: export_rdev(sda2)

raid1: raid set md0 active with 1 out of 2 mirrors

md: ... autorun DONE.

EXT3 FS on md0, internal journal

EXT3 FS on md1, internal journal



Je ne comprends pas bien car il devrait pas me poser de soucis, d'ailleurs /dev/md1 marche sans soucis et ne se détache jamais ... A ce moment la, je dois réajouter le disque éjecté : mdadm /dev/md0 --add /dev/sda2



S'en suit alors une reconstruction de 30 minutes :  



cat /proc/mdstat

Personalities : [linear] [raid0] [raid1]

md1 : active raid1 sdb3[1] sda3[0]

      19542976 blocks [2/2] [UU]



md0 : active raid1 sda2[2] sdb2[1]

      97667072 blocks [2/1] [_U]

      [==>..................]  recovery = 11.6% (11359232/97667072) finish=31.9min speed=45051K/sec

unused devices: 



Les disques durs sont des Maxtor  DiamondMax SATA 150 de 160GO l'unité et flambant neufs. Smarctl ne retourne aucune erreur, je suis donc confus.



Si par hasard cela vous dis quelque chose, je prends ...
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