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Kharnov est un membre de l'équipe du jeu Unvanquished, il s'occupe principalement de la communication ;  c'est généralement lui qui annonce les nouvelles (et il le fait plutôt bien). Le projet Unvanquished essaie de définir un univers autour du jeu et Kharnov est en train d'écrire une histoire, l'histoire qui se passe avant que ne commence une partie de jeu !


Dans cette histoire, quelque chose m'a interpellé fortement, un concept que j'ai trouvé génial ! Kharnov dit quelque chose comme :



L'utilisation de robots soldats pourrait provoquer une terreur semblable à l'utilisation de l'arme nucléaire. Ainsi, les rôles de combattants ont été interdits aux robots. Les humains ont donc finalement décidé que seul un humain est autorisé à tuer un autre humain, pas une machine intelligente.




Avez-vous déjà rencontré un tel concept dans la littérature S.F. ?

Ça me fait penser à la première loi d'Asimov, Un robot ne peut porter atteinte à un être humain, Kharnov cite Dune, œuvre dans laquelle toute forme d'ordinateur a été interdite. Mais, ce que je trouve d'inédit dans son concept, c'est que, contrairement à Asimov, ce n'est pas une loi de robotique,  c'est une loi humaine !


L'idée qu'on puisse exprimer la loi de cette manière, « Seul l'humain est autorisé à tuer l'humain » est révolutionnaire : pour exclure les robots de ce pouvoir, il faudrait l'attribuer à l'homme, ce qui revient à déclarer que « seul l'homme possède la légitimité du crime ».


J'ai trouvé ça excellent, je sais que certains DLFPiens sont très branchés S.F., connaissez-vous une œuvre qui explore cette direction, ou cela vous semble-t'il inédit ?
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