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Bonjour



J'ai acheté une carte raid ATA avec un contrôleur sil080 dans l'idée de monter un petit raid.



De nombreux journaux parle ici de ce contrôleur, j'étais prévenue mais je pensais que le support dans ce matériel avait évolué . Espoir vite déçu. Je me suis donc lancer dans la configuration de mon noyau 2.6.5. La bonne option est dans Device drivers -> ATA/ATAPI/MFM/RLL -> Silicon Image Support  alias CONFIG_BLK_DEV_SIIMAGE. J'ai compiler cela en dure accompagner du support du filesystem XFS pour pas faire d'histoire car je comptais gérer de gros fichiers.



Après avoir monté un strip (raid0) de deux disques de 80Go strictement identiques (même modèle même fabriquant etc.) via le bios du contrôleur j'ai tenté vainement de le retrouver une fois ma debian sarge lancée. Et bien-sure rien, zipo, nada. J'étais prévenue mais bon enfin bref me voila à la rue.



Alors mon sil080 je peux juste en faire un contrôleur ? Et bien pas de problème je ferais du Raid0 logiciel. Je recompile le noyau avec le support en dur du raid0. Je rédige mon fichier /etc/raidtab comme ceci: 

raiddev         /dev/md0

raid-level      0

nr-raid-disks 2

persistent-superblock 1

chunk-size    32 

device          /dev/hdg1

raid-disk      0

device         /dev/hdh1

raid-disk     1



Je format le tout en xfs (mkfs.xfs /dev/md0), je démarre le raid0 (raidstart /dev/md0), je monte ma partition dans /mnt le temps de faire quelque test. Je balance le premier fichier de 600 Mo qui passe pour voir et et j'attend. Bon je récupère le prompt j'efface le fichier et je recommande le transfert avec un time pour voir, résultat 3 min 06 pour copier 600 Mo, c'est une honte.



Je démonte tout



Je vais donc joué du hdparm. Argg impossible de faire cela sur le raid (/dev/md0). Je m'attaque donc aux disques constituant le raid en débutant par hdparm -d1 -c1 /dev/hdg puis hdh.



Je change le chunk-size pour le mettre à 4, je remonter tout et je recommence le même test, résultat 2 min 40 pas mieux.



Zen rester zen. Un doute m'assaille, j'ouvre le serveur, je fouille dans les câbles et je constate que les deux disques de mon raid sont sur la même nappe. Cela doit jouer pour que j'ai des performances digne d'un disque MFM. 



Y'a des jours sans.
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