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Bonjour,


Je travaille depuis plusieurs mois sur un projet personnel nommé Dominus, que je qualifierais aujourd’hui non pas comme un logiciel fini, mais comme une exploration architecturale autour d’un système cognitif local.


Je précise d’emblée le cadre afin d’éviter les malentendus :

je ne cherche ni testeurs, ni utilisateurs, ni à promouvoir un produit.

Je souhaite uniquement confronter certains choix d’architecture système et logicielle à des personnes ayant de l’expérience dans ces domaines.


Dominus n’est pas un chatbot, un LLM cloud, un agent autonome incontrôlé, un projet orienté benchmarks ou performances ML.


Le LLM (quand il est utilisé) n’est pas le cœur du système, mais un composant de reformulation linguistique.


Intention du projet


L’objectif exploré est le suivant :


concevoir un système cognitif local-first, capable d’interagir avec un environnement informatique tout en conservant une conscience fonctionnelle de ses capacités, de ses limites, et de ce qu’il n’est pas autorisé à faire.


L’idée centrale est de séparer strictement la décision (logique, déterministe, contrôlée),de la formulation (langage naturel, adaptatif).


Architecture (vue conceptuelle)

De manière simplifiée, l’architecture repose sur un Decision Core déterministe (capacités, refus, garde-fous),un routeur d’intentions contrôlé,

un système de mémoire locale explicite (préférences, état, capacités connues),

un module de formulation linguistique (LLM non décisionnel),

des invariants de sécurité non modifiables par apprentissage.


Tout est pensé pour être local, traçable, réversible,

sans dépendance cloud obligatoire.


Invariants assumés

Quelques principes non négociables dans cette exploration :


aucun apprentissage implicite ou non confirmé,

aucune mémorisation d’opinions ou de croyances,

possibilité de réinitialisation complète par l’utilisateur, un système qui peut devenir volontairement limité, mais jamais dangereux.


Ce que je cherche comme retour. 

Uniquement des retours architecturaux, par exemple :


la séparation décision / formulation vous paraît-elle saine ou fragile ?


voyez-vous des risques systémiques dans une approche “mémoire injectée” ?


quels invariants mériteraient selon vous d’être encore plus verrouillés ?


quels red flags d’architecte voyez-vous immédiatement ?


Je ne cherche pas de comparaisons avec des solutions existantes, de débats idéologiques sur l’IA,de conseils de frameworks ou de réécriture complète.


Merci d’avance à celles et ceux qui prendront le temps de répondre sérieusement.
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