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Bonjour les gens,

Le contexte


déçu du service de mon hébergeur, j'ai pris la décision cet été de louer ma propre baie et d'y mettre un petit cluster Ceph. Celui-ci étant complètement distribué et redondé, j'ai choisi de partir sur du matériel relativement basique («commodity hardware»), de marque ASRock Rack. Yep, moi non plus je ne savais pas qu'ils osaient faire des serveurs.


Il faut dire que la bête est alléchante : pour 800€, CPU compris, on a un boitier 1U pouvant accueillir 12 disques SATA 3.5", accompagné d'un CPU Intel Avoton (8 coeurs, 20W) plutôt adapté à mon besoin.


Me voilà donc parti à remplir ces bestioles chacune de 12 disques de 4To, là encore pris dans les gammes grand public (ou presque, j'opte pour un disque 5400tr/min estampillé «NAS»).

La carte mère ASRock C2750D4I


Pour gérer ces 12 disques SATA, la carte mère intègre plusieurs contrôleurs :

- le SoC Intel fourni 2 ports SATA III et 4 ports SATA II

- auquel s'ajoute un contrôleur Marvell 88SE9172 (2 ports SATA III)

- ainsi qu'un contrôleur Marvell PCIe 88SE9230 (4 ports SATA III)


Ça fait un peu bricolage, mais après tout on est sur une gamme low-cost.

Le problème


Assez rapidement je constate des erreurs disque sur les 4 derniers ports, ceux du Marvell 88SE9230, qui force le système à exclure les disques en question. Un simple reboot suffit à corriger le problème, mais ce n'est guère pratique.


L'erreur la plus fréquente est la suivante :



Aug 11 07:32:34 stor4 kernel: [36935.018725] ata12.00: exception Emask 0x0 SAct 0x10 SErr 0x0 action 0x6 frozen

Aug 11 07:32:34 stor4 kernel: [36935.018795] ata12.00: failed command: READ FPDMA QUEUED

Aug 11 07:32:34 stor4 kernel: [36935.018847] ata12.00: cmd 60/08:20:28:a7:88/00:00:0f:00:00/40 tag 4 ncq 4096 in

Aug 11 07:32:34 stor4 kernel: [36935.018847]          res 40/00:00:00:4f:c2/00:00:00:00:00/00 Emask 0x4 (timeout)

Aug 11 07:32:34 stor4 kernel: [36935.018972] ata12.00: status: { DRDY }

Aug 11 07:32:34 stor4 kernel: [36935.019010] ata12: hard resetting link

Aug 11 07:32:34 stor4 kernel: [36935.350848] ata12: SATA link up 6.0 Gbps (SStatus 133 SControl 320)

Aug 11 07:32:34 stor4 kernel: [36935.352234] ata12.00: configured for UDMA/133

Aug 11 07:32:34 stor4 kernel: [36935.352256] ata12.00: device reported invalid CHS sector 0

Aug 11 07:32:34 stor4 kernel: [36935.352268] ata12: EH complete



Une solution ?


Après de nombreuses recherches et hypothèses, des tests plus ou moins judicieux et même une mise à jour du BIOS, j'ai fini par identifier le problème : le contrôleur en question semble ne pas gérer correctement le NCQ, est submergé par le SATA III, et ne gère pas non plus correctement S.M.A.R.T.


Il suffit donc de désactiver tout ça pour que la carte mère devienne à nouveau stable.


Ce qui veut dire que dans les paramètres de mon noyau (dans /etc/default/grub sous Debian), pour forcer le SATA II et désactiver le NCQ, j'ai dû ajouter :



libata.force=9:noncq,3.0G,10:noncq,3.0G,11:noncq,3.0G,12:noncq,3.0G




Tandis que pour SMART, j'ai désactivé le DEVICESCAN de smartd, afin d'activer manuellement S.M.A.R.T seulement sur les 8 premiers disques.


À noter que pour le moment j'ai également ajouté irqpoll dans les paramètres du noyau, suite à des messages occasionnels dans les logs :



Aug 14 00:44:58 stor5 kernel: [   65.818217] irq 9: nobody cared (try booting with the "irqpoll" option)




Bref ça fonctionne, j'ai perdu beaucoup de temps (ce qui me fait relativiser la perspicacité de mon choix), et j'espère que mon journal aura au moins le mérite d'épargner un peu de cheveux et de temps à la prochaine personne souhaitant utiliser ce joli joujou.
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