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La stéganographie et le traitement automatique des langues


Bon-jour-nal,


Alors, ceci n'a pas vraiment de rapport avec le logiciel libre, mais je me dis que ça intéressera sûrement les gens du coin. J'avais envie de partager mes petites connaissances accumulées ces derniers jours sur le sujet. Au pire, je me ferai moinsser et je ne le referai plus :)


Déjà, qu'est-ce que la stéganographie ? Sa problématique est de transmettre un message de manière à ce que seul le destinataire remarque son importance. Généralement un support (une image, un son ou un texte par exemple) est utilisé afin de cacher un message. Un domaine lié est le tatouage numérique,  les concepts sont similaires, modifier peu le document support, mais dans une optique différente, le marquage du support, souvent pour pouvoir le tracer.


Le Traitement Automatique des Langues (TAL) consiste à utiliser l'informatique pour analyser et traiter les langues.


Les recherches dans le domaine de la stéganographie linguistique sont récentes, les premiers articles semblent dater des années 2001-2002. Cela paraît normal quand on sait que les grandes avancées dans le domaine du traitement automatique des langues ont été faites peu avant et qu'elles étaient prérequises aux recherches en stéganographie linguistique.


Bon, rentrons dans le vif du sujet, c'est-à-dire le fonctionnement de la stéganographie linguistique. La méthode décrite ici correspond à celle de cet article. Cette méthode n'est bien sûr pas la seule mais elle permet de comprendre le principe. Nous devons d'abord décider comment nous obtiendrons des informations (des bits) à partir modifications que nous espérons non-détectables. Tout d'abord, nous avons besoin d'un «dictionnaire» contenant en entrée des expressions et en définition des expressions équivalentes. L'idée est d'abord d'avoir un algorithme qui évalue les expressions du texte que nous pouvons remplacer. Ensuite, afin d'obtenir un bit, nous posons que le remplacement par une expression équivalente égale 0 et que le non-remplacement égale 1. Nous avons donc un algorithme, très basique, qui nous permet de cacher des informations dans un texte. Cet algorithme n'est cependant pas très efficace en terme de ratio longueur texte/longueur message caché, mais il n'est destiné qu'à expliquer le principe.


Ensuite, pour recouvrer le message, le destinataire doit simplement posséder le même dictionnaire, le même système d'évaluation et réaliser l'opération en sens inverse.


Tout cela n'était que le fonctionnement simplifié de l'algorithme. En pratique, il faut aussi vérifier que les remplacements effectués soient corrects sémantiquement et grammaticalement, sinon le document paraîtra suspect. Les auteurs de l'article proposent d'utiliser Google N-gram afin de vérifier que les remplacements existent bien dans la langue. Ensuite, afin d'obtenir un meilleur ratio bit par phrase, il est possible d'utiliser plusieurs dictionnaires, dans un ordre prédéfini, traitant de problème différents : synonyme et syntaxe(passivation, thématisation ou emphase) par exemple. En ce qui concerne la clef, nous pouvons par exemple définir un nombre qui définit les phrases à traiter ou leur ordre de traitement si nous utilisons plusieurs dictionnaires.


Concernant les limites de cette méthode, il est fort probable que ses performances dépendent de la langue utilisée, ou formulé différemment, il est fort probable que les langues, suivant leur fonctionnement se prête mieux à certains traitements. Certains texte ne sont pas appropriés à ces changements, notamment les textes fameux...

Le dernier point, le plus important il me semble, c'est le calcul de la résistance de ces systèmes de stéganographie, comment les évaluer ?

(Si vous avez des idées, n'hésitez pas à les exprimer dans les commentaires)
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