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Bonjour à tous,



Pour mon premier journal, j'aimerais titiller les neurones des admins systèmes qui moulent dans le coin :)



Pour donner ma situation, admin sys/réseau/bdd/dév/etc dans une toute petite PME, donc l'admin est parent (très) pauvre.

Je vous explique en gros notre parc actuel: (sachant qu'il a grossi machine par machine)



1 serveur NIS/NFS qui sert /home, qui fait aussi DNS interne et Samba.

1 serveur PostgreSQL/PostGIS

1 serveur Web

1 serveur ssh/ftp

1 machine de sauvegarde de /home

une dizaine de serveurs de calcul et stockage,

6 machines utilisateurs



Tout les serveurs sont en gbps (switchs compris), avec un dual/quad, 8go de ram, CentOS 5.4 x86_64, une 3ware et les disques qui vont avec (de 2 à 14to par machine - pour un total d'environ 70).



Ce que j'envisage de/aimerais faire:

1) Basculer NIS/NFS vers Centos Directory Server (389)

2) Virtualiser la machine de sauvegarde pour:

    - faire une réplication 389 pour reprise d'activité à chaud (fonctionnalité fournie de base semble-t-il) + réplication des données /home (nfs toujours ?)

    - faire une réplication PostgreSQL pour…reprise d'activité à chaud (Log Shipping ?)

    - faire une réplication Apache (?) pour…

3) Enfin, idéalement, j'aimerais pouvoir transformer chaque machine de calcul et son stockage en une grappe/grille. Histoire que les utilisateurs ne voient plus qu'une machine et un espace de stockage. Et que les tâches soumises s'y répartissent comme des grandes. Actuellement, chaque serveur est « dédié » à un satellite, et bien sûr, petits moyens, y'a un peu de tout partout, donc des montages nfs dans tous les sens.



Les contraintes:

1) Ne pas empêcher les utilisateurs de bosser - ou un minimum.

2) L'espace disque dispo est rare, pas plus de 10To. Il n'est pas (ou difficilement) envisageable de devoir déplacer toutes les données. Au mieux, une machine peut être « nue » pour enclencher la création de la grille/grappe. Pas de budget.

3) Il est inenvisageable de devoir réécrire/ modifier lourdement les codes existants pour qu'ils fonctionnent normalement dans la grille/grappe

4) Le déploiement doit être relativement rapide.

5) Cela ne doit pas être trop compliqué, parce que je débute en matière de grilles/grappes. Et que je ne peux pas me consacrer à 100% à l'admin.

6) Idéalement, la notion de proximité des données est la bienvenue. Comme on traite des images satellite, on lit/écrit pas mal de Go. Si on peut éviter au mieux la latence/relative lenteur du réseau c'est un plus.



Je pensais éventuellement à XtreemOS et XtreemFS, hadoop est hors course du fait du travail nécessaire pour l'adaptation map/reduce. Mais j'avoue être un peu perdu dans tout ça, et il n'est pas simple de comparer les solutions existantes.



Pensez-vous que le plan d'évolution soit viable ? sain ? Faut-il utiliser autre chose que 389 qui semble-t-il fonctionne bien et est assez simple à administrer ?

Quels outils me conseilleriez-vous pour faire la grille/grappe ?



Bref, vos conseils, votre expérience m'intéressent.



Merci d'avance !
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