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Bonjour tout le monde


Mon activité professionnelle quotidienne m'ayant éloigné du développement (je suis devenu DBA parce que le développement logiciel en entreprise me paraissait de plus en plus ridicule, mais libre à vous de me convaincre du contraire), je travaille en auto-entrepreneur sur les projets intéressants que l'on pourrait me présenter. Depuis quelques temps, je travaille sur un système embarqué, où une carte centrale (Raspberry Pi hélas, faute de mieux sur le plan prix/fiabilité d'apprivisionnement notamment) avec une interface graphique en C++/Qt qui communique avec un ensemble de capteurs basés sur des cartes Nucleo reliés en USB.

J'ai récemment fait une grosse altération de l'architecture de cette application : codé initialement sous forme d'un unique processus, il y a désormais un ensemble de processus communiquant entre eux par DBus. Bien que le code ne soit pas libre (mais promis aucune licence libre n'a été maltraitée dans l'opération), comme ce système exploite différents composants standards de nos systèmes, parfois dans des façons qui sont peu connues ou assez mal documentées, je me suis dit qu'il serait intéressant de rédiger ici un journal expliquant cette architecture, les avantages et inconvénients que l'on peut y voir.

1) L'architecture monolithique précédente


La version précédente du logiciel était constituée d'un seul processus (bon, à l'exception des processus de la saleté de moteur Web qu'il faut sortir pour certains affichage), utilisant les fonctionnalités de signaux/slots de Qt pour faire de l'asynchrone et gérer l'ensemble du matériel en un seul thread. L'ensemble fonctionnait plutôt bien jusqu'à ce qu'il se prenne la brique de la réalité dans la face : le matériel ne fonctionne pas toujours aussi bien qu'on l'espère. En l'occurence, les capteurs reliés en USB se sont révélés dans certains cas instables, avec des communications qui finissent par échouer, voire qui plantent le contrôleur USB de la Pi. L'ajout de la gestion du branchement à chaud du matériel est devenu nécessaire et "relativement" facile (il suffit après tout de surveiller /dev, ou de parler sur le line netlink d'udev, mais c'est plus compliqué), mais la coupure en pleine communication est bien plus compliquée à gérer.


Par ailleurs, d'autres phénomènes rigolos apparaissent : malgré le mécanisme de signal/slot de Qt, le code reste plus simple en synchrone. Et en cas de communication intense, si on ne découpe pas massivement le code, on se retrouve avec des gels de l'interface (j'espère sincèrement que le système de coroutines du C++20 éliminera ces problématiques). De plus, quand on utilise des bibliothèques externes, on ne gère pas vraiment la durée des traitements.


La solution classique dans un tel cas est l'utilisation de threads. Avec les threads, un même espace mémoire est utilisé par plusieurs fils d'exécution… mais si un fil d'exécution plante, il entraîne généralement avec lui l'ensemble du processus. De plus, si on utilise des bibliothèques tierces, sont-elles bien compatibles avec l'usage dans plusieurs threads ? Enfin, une telle évolution est contraignante sur notre propre code (même si Qt sait lever une partie des problèmes liés aux threads en permettant plus facilement d'isoler les objets au sein de chaque thread en les faisant communiquer par signaux/slots).


Du coup, il m'est venu l'idée d'une architecture en plusieurs processus…

2) La nouvelle architecture

a) systemd pour lancer un process par carte


On veut qu'un processus soit lancé par carte USB branchée. Le processus doit être tué quand le capteur est débranché. Il doit être démarré au boot par contre…

Je sais que cela déplaira à certains, mais une excellente solution pour ça est systemd. Ne s'agit-il pas quasiment d'un cas d'usage mis en avant lors de sa conception initiale ?

Pour cela, il y a deux étapes. Tout d'abord, il faut identifier avec udev le matériel et le marquer de sorte que systemd lance le service. Cela se fait avec un fichier de règle d'une ligne, à déposer dans /etc/udev/rules.d/ :


KERNEL=="ttyACM[0-9]+", SUBSYSTEMS=="usb", ATTRS{idVendor}=="0483", ATTRS{idProduct}=="374b", TAG+="systemd" ENV{SYSTEMD_ALIAS}+="/sys/class/tty/%k" ENV{SYSTEMD_WANTS}="captor@%k.service"


Ces règles udev vont déclencher différentes actions au niveau de systemd.


Essayons déjà cette partie.


Branchons, avant d'avoir défini la règle udev, un périphérique nucleo. Il apparait sous /dev/ttyACM0. Demandons à systemd ce qu'il pense de ce périphérique :


root@peanuts2:~# systemctl status sys-class-tty-ttyACM0.device
● sys-class-tty-ttyACM0.device - /sys/class/tty/ttyACM0
     Loaded: loaded
     Active: inactive (dead)



Le périphérique n'est pas reconnu.

Ajoutons maintenant la règle udev, rechargeons udev (systemctl reload udev) et rebranchons le périphérique :


root@peanuts2:~# systemctl status sys-class-tty-ttyACM0.device
● sys-class-tty-ttyACM0.device - ST-LINK/V2.1
     Loaded: loaded
     Active: active (plugged) since Tue 2019-12-17 12:01:19 CET; 21min ago
     Device: /sys/devices/pci0000:00/0000:00:14.0/usb2/2-1/2-1:1.2/tty/ttyACM0



Il est désormais reconnu par systemd, pour être pris en compte dans les calculs des dépendances.

Il ne nous reste donc plus qu'à ajouter le fichier captor@.service pour qu'il instancie proprement nos services au branchement du périphérique. J'installe pour cela le fichier suivant dans /lib/systemd/system :


[Service]
ExecStart=/usr/bin/nucleo-captor %i
User=pi

[Unit]
BindsTo=sys-class-tty-%i.device
After=sys-class-tty-%i.device



Et il suffit ensuite de faire un systemctl daemon-reload pour que notre service soit démarré et arrêté au branchement du périphérique… Ce fut simple, non ?

b) dbus pour relier les processus entre eux


Bon. Le problème de dbus c'est le manque de main d'œuvre pour maintenir une documentation complète à jour, pour améliorer l'outillage dans l'ensemble des projets qui fournissent des bindings… Du coup ce qui suit contient des éléments que je n'ai trouvé que dans le code source du démon ou des projets l'utilisant, et pas dans la documentation.  quoi…


Premier élément, le bus… C'est là où se connectent les différents processus pour communiquer entre eux. Par défaut sous Linux, avec un utilisateur connecté, il y a deux bus, le bus système et un bus propre à chaque session. Dans notre cas, nous allons utiliser le bus système, démarré par systemd au boot. Par contre, par contre… Ce bus est restreint. Il serait malvenu qu'un processus malveillant puisse s'y inscrire et fournisse de fausses réponses à d'autres éléments du système, n'est-ce-pas ? Il y a donc pour cela des fichiers de configuration listant les accès autorisés au bus système pour chaque utilisateur…

Ci dessous, le fichier que j'utilise pour mon système embarqué, dans /etc/dbus-1/system.d/fr.corp.conf :


<!DOCTYPE busconfig PUBLIC "-//freedesktop//DTD D-BUS Bus Configuration 1.0//EN"
 "http://www.freedesktop.org/standards/dbus/1.0/busconfig.dtd">
<busconfig>

  <!-- ../system.conf have denied everything, so we just punch some holes -->

  <policy user="pi">
    <allow own_prefix="fr.corp"/>
    <allow send_destination="fr.corp.core"/>
    <allow send_interface="fr.corp.CaptorInterface"/>
    <allow send_interface="org.freedesktop.DBus.ObjectManager"/>
    <allow send_interface="org.freedesktop.DBus.Properties"/>
    <allow send_interface="org.freedesktop.DBus.Introspectable"/>
  </policy>
</busconfig>


Beaucoup de allow (ne vous endormez pas, un sleepy allow finit toujours mal) dans ce fichier… Donc, on s'en doute en le lisant, DBus a été conçu dans les années 2000 (pourquoi utiliser du XML sinon…)

La politique de droits décrite dans ce fichier s'applique à l'utilisateur pi (dans un prochain épisode, on parlera peut-être du passage à buildroot, mais là nous sommes encore en phase de développement, ne nous dispersons pas). Elle autorise l'utilisateur pi à:

- déclarer sur le bus des services dont le nom commence par fr.corp.

- envoyer des messages à fr.corp.core (on en parlera après, il s'agit de l'appli qui fournit l'interface graphique)

- envoyer des messages sur l'interface des capteurs, nommée fr.corp.CaptorInterface (on en parle juste après), et à quelques interfaces système fort utiles pour explorer le bus.

3) Exposer un capteur sur DBus


Pour exposer un service sur DBus, comme mentionné précédemment, il faut qu'il expose une interface. Dans la grande tradition des systèmes de communication, DBus définit un langage pour décrire les interfaces. Évidemment, années 2000 obligent, c'est en XML.

Décrivons donc notre capteur. On va le faire un peu évolué pour que l'exemple soit complet:


<!DOCTYPE node PUBLIC "-//freedesktop//DTD D-BUS Object Introspection 1.0//EN"
        "http://www.freedesktop.org/standards/dbus/1.0/introspect.dtd">
<node name="/captor">
  <interface name="fr.corp.CaptorInterface">
    <method name="readValue">
      <arg name="result" type="i" direction="out"/>
    </method>
    <method name="lightUp"/>
    <method name="lightDown"/>
    <property name="serial" type="s" access="read"/>
    <signal name="overValue"/>
    <signal name="buttonPressed">
      <arg name="duration" type="i" direction="out"/>
    </signal>
  </interface>
</node>


Rien de très compliqué. Notre service sera exposé à l'adresse /captor sous l'interface CaptorInterface. Il aura une méthode readValue, avec un retour de type entier, deux méthodes lightUp et lightDown, un numéro de série exposé sous forme de propriété en lecture seule, un signal overValue pour exposer une valeur au dessus d'un seuil de mesure, et un signal pour indiquer qu'un bouton a été pressé pendant x secondes.


Du coup, derrière, comment on implémente ça ? Tout dépend du langage et des bibliothèques que vous utilisez.

Dans mon cas, en C++/Qt, je déclare DBUS_ADAPTORS += captor.xml et j'obtiens un objet me permettant d'exposer correctement mon service tout en respectant ce contrat. Je suis pas entièrement fan de ce système, il a ses arguments mais je le trouve trop laxiste et donc dans un sens risqué, mais de sérieux tests suffisent à valider le bon fonctionnement tout de même.

Après avoir déclaré cet «adaptor», il suffit dans le code de l'utiliser, ce qui donne en C++ ceci :


    // Ce devName vient de systemd du coup, allez lire plus haut si vous avez oublié
    auto devName = parser.positionalArguments()[0];
    auto device = new Device(devName);
    auto adaptor = new CaptorInterfaceAdaptor(captor);
    if (!QDBusConnection::systemBus().registerService(QString("fr.corp.captor.%1").arg(devName)))
        qFatal("Failed to register service on system bus");
    QDBusConnection::systemBus().registerObject("/captor", device);


Notez que l'utilisation d'un qFatal permet d'avoir une sortie en erreur et donc systemd qui sait que quelque chose de mal s'est produit… Vous monitorez bien la sortie de systemctl list-units --failed, n'est-ce-pas ?

Ce journal devenant bien long, je laisse en exercice aux lecteurs l'implémentation d'un capteur en se conformant à cette interface. Notez que, et c'est fort pratique, le vocable DBus se prête bien au vocable de Qt et ses signaux, slots et propriétés…

4) Communiquer avec nos capteurs


Deux éléments importent ici : savoir lister, dynamiquement, les capteurs, et savoir parler avec eux.

Commençons par les lister. Le bus nous notifie de l'arrivée de congénères, c'est parfait. Il existe des classes dans Qt pour écouter ces événements, donc il suffit de se brancher sur l'une d'elles : serviceOwnerChanged. Ok, j'explique…

Lorsqu'un service arrive, il arrive sans propriétaires ni données, et change ensuite d'owner. Nous attendons donc tout simplement ce changement pour capturer l'information.

Pour simplifier, voici ce à quoi ressemble un tel code :


    auto bus = QDBusConnection::systemBus();
    if (!bus.isConnected())
        qFatal("BAD");
    auto iface = bus.interface();

    // Connection is queued to make sure DBus will be available and working when processing the following events.
    // This way, we don't have to push queues everywhere and limit the unsafety here.
    connect(iface, &QDBusConnectionInterface::serviceOwnerChanged, [] (const QString &service, const QString &oldOwner, const QString &newOwner) {
        if (service.startsWith("fr.corp.captor.")) {
            if (newOwner.isEmpty()) {
                // This is goodbye !
                emit(deviceRemoved(service));
            } else if (oldOwner.isEmpty()) {
                emit(deviceAdded(service));
            }
        }
    });


Très simple, non ?


Quant à l'utilisation…

J'ai dans mon projet l'équivalent «utilisateur» de DBUS_ADAPTORS, à savoir DBUS_INTERFACES. Cela me génère une classe complète qui encapsule en C++/Qt toute l'interface définie dans mon service DBus.

Du coup… quand mon énumérateur m'envoie un signale deviceAdded avec un nom de service, il me suffit de faire ceci:


    auto device = new fr::corp::CaptorInterface(service, "/captor", QDBusConnection::systemBus());


Et j'ai alors un objet device répondant intégralement au cahier des charges précédent !


qDebug() << device->serial();
device->lightUp();
device->lightDown();


etc, etc…

Bien sûr, grand défaut : il est tentant d'appeler de manière synchrone ces fonctions. C'est un piège, dont on se sort heureusement facilement :


QDBusPendingReply<int> valueReply = device->readValue();
auto valueWatcher = new QDBusPendingCallWatcher(valueReply, this);


Et l'on attend le signal QDBusPendingCallWatcher::finished…

5) Comparaison rapide


L'introduction de cette modification a profondément changé l'organisation de mon projet. Il m'a fallu déplacer beaucoup de code de part et d'autre, mais j'ai pu :

- me débarasser de la gestion du matériel, gestion assez compliquée mine de rien s'agissant d'USB sur une Pi (je ne sais toujours pas comment, avec du code tournant en espace utilisateur, j'ai bien pu planter la puce USB de la Pi… mais c'était horrible à essayer de debugger, pour sûr)

- réduire le risque de plantage visible de mon application en cas de soucis dans la communication USB

- (m')imposer de bien être en asynchrone pour les communications avec les périphériques, sans pour autant avoir à écrire une gestion asynchrone des écritures sur le port USB

- ouvrir la voie à une réécriture de morceaux de l'application dans d'autres langages si je le souhaite, tant que l'on respecte le 'protocole' (Python, Rust, Go, le choix est libre)

- proposer d'avoir des centaines de capteurs centralisés sur un système, en passant les services DBus par le réseau (j'en parlerai si j'en venais à mettre ceci en production, pour le moment mon prototype a fonctionné, pour mon plus grand plaisir, mais je n'ai pas encore réfléchi à comment le rendre propre)

- et le plus amusant, j'ai pu coder en quelques lignes une interface graphique me permettant de faire un capteur virtuel, sous forme d'une application graphique…


À l'avenir, je pourrais commencer à tester les pires scenarios en simulant dans un langage de script des capteurs et tester l'interaction de l'application avec ces derniers, ou à l'inverse tester le bon comportement de mes capteurs sans sortir tout le code de l'application.

Et ces derniers points m'ont déjà servi à moultes reprises en libérant tout simplement mon bureau d'une quantité de cables et périphériques…


Merci à tous pour votre patience et pour avoir lu ce pavé.


Bonnes fêtes de fin d'année à tous !
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