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Toujours à la recherche de combinaisons plus ou moins douteuses ;o), j'essaie de mettre en place un partage NFS sur une partition ATA RAID 1 software.


 - Première surprise (mauvaise) : les procs datent un peu (2x Celeron 466Mhz) mais les demons de synchro RAID consomment en permanence ~ 5-12 % de CPU. Passons...


 - Deuxième surprise (bonne & mauvaise) : le changement de controlleurs IDE est transparent (hormis l'attribution des disques  pour le device md et quelques problèmes de synchro sur le(s) disque(s)) mais l'inversion des disques mirrorés met en evidence un bug du module kernel RAID (traces explicites dans /var/log/messages et plantage).


 - Troisième surprise (bonne) : la restauration des données depuis un disque mirroré seul (donc depuis le device hd? et non md?) se fait sans souci.


 - Dernière surprise (très mauvaise) : la copie d'un volume important de données (de l'ordre de plusieurs Go) depuis/vers le partage NFS comme en local a tendance à planter ... Du coup, les process deviennent "inkillables" et le reboot de la machine impossible de manière soft (unmount, kill process, unexport NFS impossibles)... Dès lors la solution "un-doigt" s'impose ,o(





Bref, du bon comme du mauvais dans cet essai et je me demande si, parmi vous, certains auraient expérimenté des solutions similaires :


Quels paramètres appliquer au serveur/clients NFS en termes de synchro ?


Existe-t-il des alternatives à NFS dans cette optique (du genre CODA FS) ?


Une idée de paramètres pour le software RAID 1 ?





Merci de vos idées/propositions/retours d'eXpérience...
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