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Bonjour à tous,


Ce journal est la v2 d'un premier journal que j'ai publié au mois de décembre 2016 (ça date un peu) dans lequel j'introduisais certains travaux que nous menions autour du reconditionnement de serveurs afin de leur donner une seconde vie. J'ai conscience que ce n'est pas un sujet direct linuxfr, mais comme nous nous focalisons sur de l'Open Hardware, conçu avec des logiciels libres qui exécute principalement linux comme O/S, disons que je trouve intéressant de partager avec vous notre expérience.


Notre approche se basait dans un premier temps sur un constat simple, pourquoi n'existe-t-il pas de marché structuré concernant les serveurs recertifiés comme il existe un marché dans le secteur automobile.


Bon six mois plus tard, je me suis rendu compte que le secteur informatique avait un ego démesuré (en même temps après 20 ans à travailler je le savais), et après avoir essuyé moultes fin de non recevoir de propriétaires de datacenters high tech, refusant catégoriquement d’intégrer dans leur dernière salle machine high tech à la mode des équipements "vieux" et "ultra-consommateurs", je me suis dit qu'il était peut-être temps pour moi de reprendre la plume (enfin mon bon vieux clavier qwerty), afin d'essayer d'expliquer que nous n'avions pas cette démarche principalement dans un but commercial mais plutôt dans un but qui techniquement peut apporter des solutions originales, performantes et meilleures pour notre chère planète.


Durant ces 6 derniers mois, nous avons passé beaucoup de temps à faire des tests, comprendre comment le hardware était structuré, et pourquoi ce marché n'existait pas. Nos conclusions sont parfois assez catastrophiques et pas forcément très glorieuses.


La première des questions qu'on s'est posée, est associée à la quantité d’énergie nécessaire pour fabriquer un serveur. Car lorsqu'on achète un super nouveau serveur qui consomme moins, ben il a fallu le fabriquer, et on s'est vite rendu compte, que le sujet est tabou, caché par les constructeurs, mais pas contre pas mal étudié, notamment par le MIT, et l'industrie des semi conducteurs. Je savais qu'il fallait beaucoup beaucoup d’énergie et de ressources pour fabriquer un ordinateur (j'ai travaillé dans les semi conducteurs dans les années 90) mais les conclusions auxquelles nous arrivons nous laissent je dirai sans voix.


Ce qui suit va peut-être vous faire un peu mal à la tête, mais je vais essayé d'étayer au maximum avec des données très intéressantes.


Le premier site source de documents se trouve ici http://www.itrs2.net/itrs-reports.html . L'ITRS (International Technology Roadmap for Semiconductor) est un consortium qui se focalise sur les technologies nécessaires pour fabriquer les semi conducteurs (la base de nos chères serveurs).


Il publie des rapports très intéressants, qui font un peu froid dans le dos si on prend un peu de recul (notamment sur la consommation d'eau, de COV, de cas de cancer dans les usines etc …), mais c'est la vrai vie. (cf la partie ESH)


Alors globalement si vous farfouillez, ça dit que pour fabriquer un Wafer de 300mm, il faut compter environ 1.2kWh/cm2 de Wafer au niveau de l'usine. Auquel il faut ajouter, l’énergie pour fabriquer le wafer, l’énergie pour fabriquer les produits chimiques, le packagining des die issus du wafer, ainsi que le yield de production, avant d'obtenir un chip (un processeur ou juste un composant mémoire hein).


On arrive à environ 1.8867 kWh/cm2 de Wafer (data en provenance de https://www.ece.jhu.edu/~andreou/495/Bibliography/Processing/EnergyCosts/EnergyAndMaterialsUseInMicrochips_EST.pdf en complément pondéré par un facteur 0.63 d'amélioration). Pas grand chose on pourrait se dire, et qu'est-ce que l'on va faire de tout cela ?


Ben c'est assez simple. Dans un serveur, il y a deux CPU (environ 3 cm2), un chipset, et de la mémoire (beaucoup de mémoire, 16 barrettes qui peuvent contenir jusqu’à 72 chips d'une surface qui va varier de 0,2 a 0,45 cm2). Pour fabriquer tout cela il faut compter environ 479 kWh(16 barrettes 36 chips), auquel il faut ajouter le yield de production d'environ 70% pour les CPU (à mon avis un poil optimiste) et 65% pour la RAM (c'est bas mais probablement proche de la réalité, les process RAM sont complexes et la compétition tellement sévère que les fabricants passent leur temps à changer de technos, et l’énergie ne coutant rien), on arrive à environ 572kWh pour fabriquer nos chers petits composants pour notre serveur. (environ 3800 MJ)


A cela il faut ajouter la partie passive, la tolerie, les PCB, les petits composants actifs, le montage du PCB etc et on se retrouve rapidement à** 5 900 MJ par serveur.**


Cette énergie (ou embodied energy) embarquée est totalement invisible à nos chers hébergeurs/acheteurs (elle est intégrée dans le prix), mais elle est bien visible pour notre chère planète et a un impact défavorable pour les serveurs neufs.


Alors maintenant un exemple très concret. Imaginons que l'on souhaite acheter un super mega serveur à base de 2660 v4, et que le workload moyen en 24/24 sera d'environ 36% sur ce serveur (c'est déjà pas mal et vous incite à sortir grafana pour regarder vos CPU load). Ca fait une bonne machine d'integration, de pre-staging, de développement, un serveur web, du Cloud pour PME etc … Équivalent en 2660 v1 (oui ce vieux truc) aura une charge de 70% et en 2660v2 de 50% si le workload peut etre assimilé au benchmark Spec Int (http://www.spec.org), ce qui est souvent le cas, sauf si vous faites du HPC, faut dire qu'Intel n'a pas vraiment été capable d’améliorer les perfs intrinsèques de ses coeurs ces dernières années)


Durant les 12 premiers mois le serveur à base de 2660 v1 va donc consommer environ 6625 MJ (consommation idle + consommation de ces deux CPU a 70% de charge), le v2 5779 MJ, et le serveur neuf en v4 10212 MJ (il a fallu le fabriquer (5 900MJ) et il consomme (4312MJ)).


Les serveurs en 2660 v1 et v2 consomment plus dans la durée, mais au bout de combien de temps le v4 aura justifié ses avancées technologiques ? Et bien par rapport au Xeon v1 il faut attendre 36 mois pour justifier le changement de machine d'un point de vue énergétique pure, et par rapport au Xeon v2 il faut attendre plus de 60 mois, ce qui au final est énorme, et plutôt favorable à étendre la durée de vie de nos machines plutôt que d'en acheter des neuves.


Pour autant il existe des quantités astronomiques de serveurs qui sont détruits tous les ans à partir de Xeon v1 et v2, soit par des propriétaires qui ne mesurent pas l'impact de leur geste, poussés par des constructeurs qui ont des stratégies de services qui incitent la troisième année a changer de machine par des contrats de supports qui deviennent scandaleux, soit par changement de génération qui "fait" bien dans une salle machine.


Les vieilles machines ne peuvent pas répondre à tous les besoins, c'est sur que si le workload est élevé sur un processeur Xeon v4, la machine d'occasion aura des difficultés à justifier sa présence, mais nous avons tous des machines qui ne sont pas surchargées et qui pourraient très bien être encore exploitée, et nous pourrions tous offrir une seconde vie à une machine destinée à la casse que personnes ne sait recycler.


Alors, je vais pousser peut-être un cri d'alarme, mais je crois sincèrement que nous devrions tous être fiers de montrer à nos clients et partenaires un bout de machines recertifiées dans notre parc, preuve d'une gestion raisonnée de nos besoins en infrastructure.


L'autre sujet du moment qui m’énerve est issu du fait que l'on construise encore des datacenters avec climatisation, alors que les technologies existent pour faire fonctionner l'ensemble de nos infrastructures en mode free cooling.


L'Open Hardware, est probablement le chemin à suivre pour résoudre ces problèmes d'un autre temps, liés a des approches économiques irraisonnées. J'ai conscience de prêcher pour ma paroisse mais vous n’êtes pas obligés d'acheter ces machines chez nous, je serai déjà très fie que collectivement, nous prenions conscience de ces problèmes, et incitions les géants de notre secteur à revenir sur des bases saines.


Nous lançons a ce titre avec Nexedi une offre Cloud intégrée, basée sur leur savoir faire, qui est mieux décrite ici !
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