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Concevoir des ordinateurs m’amène régulièrement à m'interroger sur le côté écologique de l'industrie informatique. Il y a plusieurs manière de traiter ce sujet, et il faut bien l'avouer la politique de l'autruche est souvent légion. On a tous envie d'avoir la dernière génération de serveurs avec le processeur v4 qui enterre le v3, mais au final est-ce vrai, et que faire de mon vieux v3 ? 


Assez rapidement en creusant on se rend compte qu'avec les technologies actuelles il est très difficile de valoriser les déchets de nos ordinateurs notamment ceux qui sont basés sur des matières composites comme les PCB, qui finissent la plupart du temps en matière première secondaire dans le bâtiment (une fois concassé à grand frais) sous forme de fibres, ou de carburant dans des centrales thermiques aux rendements plus que moyen dans les meilleurs des cas. Le pire restant la mise en décharge sauvage encore bien trop légion dans les pays émergents.


Jusqu’à présent le marché des machines reconditionnées s'adresse principalement à quelques clients très gros consommateurs et capables d'absorber de grandes quantités de serveurs, et qui les utilisent de manière "jetables". Les machines étant vieilles, et impossible à maintenir de par la fermeture de leur conception, celles-ci en cas de pannes sont automatiquement détruites. Et c'est uniquement dans le meilleur des cas. Les surplus étant souvent envoyés dans des pays émergents avec l'espoir que celles-ci seront utilisées (ce qui est parfois le cas, mais pas toujours).


En entrant dans Open Compute, nous nous sommes retrouvés confrontés de plein fouet au marché du déconditionnement de machines à très grande échelle. Il est de notoriété publique que Microsoft exploite plus d'un million de serveurs en production pour Azure et ses divers services, que Facebook utilisent quasiment autant de machines pour délivrer ses services etc … et qu'ils changent leurs machines tous les trois/quatre ans. A la louche ça fait quelques 300 à 400 000 serveurs qui sont affectés juste en prenant quelques membres d'Open Compute. 


Leur valorisation en tant que rebut n'est pas extraordinaire actuellement et nous avons passé les derniers mois en Californie afin de mieux comprendre si il n’était pas possible d'en faire quelque chose plutôt que de voir d'une manière désespérée des vendeurs sur Ebay les désosser pour les vendre en pièces détachées et faire je ne sais quoi des PCB.


Première question, pourquoi ces machines quittent leur datacenter ? La bonne nouvelle c'est que ce n'est pas forcément pour une raison comptable (même si il est probable que cela rentre dans l’équation). Certaines de ces machines subissent des charges élevées et en fonction des prix d'achats dont disposent ces gros consommateurs, et du travail des ingénieurs d'Intel, il peut-être intéressant de bénéficier de mises à jour technologiques régulière.


Un exemple:



	Un Xeon v1 2660 atteint un niveau de performance d'environ 47 SpecInt Base 2006, là où la dernière génération de ce même processeur le Xeon v4 2660 atteint un niveau de 65,6. 


Quatre-cinq ans d’écart et bien peu d’améliorations. En fait les ingénieurs d'Intel se focalisent actuellement sur le throughput des systèmes. En clair, c'est le SpecInt rate qui pilote les améliorations, et sur ce benchmark le 2660 v1 qui atteint une performance de 595 se fait "enterrer" par le 2660 v4 qui atteint un niveau de 1150 (un facteur 2, là où les performances du coeur on progresse de 30%). 


En clair un serveur à base de 2660 v4 aura la capacité de traiter le même workload que deux serveurs à base de 2660 v1. Ça peut donc valoir le coût quand on gère des mégas datacenter (gains de place, et plus de calculs générés pour retrouver de manière plus précise la tour eiffel dans vos photos de vacances, sans compter que Mr le comptable aura amorti le tout, et que Intel sera content de vendre son dernier joujou).


Bon ça c'est dans le meilleurs des mondes, le monde ou les serveurs tournent à 100%, le monde du HPC et du big data. Mais est-ce qu'on fait sincèrement tous ça ? Ben rapidement on se rend compte que non. Nos serveurs d’intégrations, nos serveurs de développements, nos serveurs de messageries, nos serveurs de stockages, de compilation, nos machines virtuelles, elles ne font en moyennes pas grand choses (surtout la nuit), et au final ce bon vieux Xeon v1 pourrait bien avoir un intérêt, d'autant que sa performance intrinsèque n'est pas mauvaise, que ses I/O ben c'est les mêmes que ce fameux Xeon v4 et que sa conso quand il fait pas grand chose ben elle est pas si mauvaise.


Alors on se dit, ben pourquoi on les démonte ces machines pourquoi on s'en sert pas ? On est alors allé à la source pour mieux comprendre. Première chose, on a testé, est-ce qu'elles marchent vraiment ces bécanes ? La réponse est oui et non, je dirai qu'environ 30 à 40% d’entre elles ont des soucis, pas grave mes des soucis, et qu'actuellement elles ne sont pas du tout valorisée. D'une manière simple, ce business fonctionne avec une approche basique, j’enlève en mode "brute" les machines des DC (ce qui engendre les soucis), je les vend en container à des brokers, qui les rachètent un euro symbolique. Les bécanes sont alors rarement réparées, et les machines à problèmes partent à la poubelle. 


On a alors fait quelques tests, et on s'est très vite rendu compte qu'on pouvait récupérer plus de 95% des systèmes en faisant quelques opérations basiques dessus comme:



	Changer les piles de BIOS

	Changer la mémoire (les barrettes mémoires sont sensibles au choc thermique et dans un DC en charge, elles ont une durée de vie amoindrie)

	Changer le stockage

	Changer les pâtes thermiques

	Changer les supports de ventilateurs

	Faire tourner les machines en burn test pendant 4 heures en pleine charge


En disposant des fichiers de référence des cartes mères (http://www.opencompute.org), et du support de la communauté Open Compute, on s'est même rendu compte que nous pouvions rapidement offrir un support pro sur ces systèmes avec réparation. Et on a donc décidé d'en créer une offre que vous pouvez retrouver sur le site internet d'Horizon. 


L'offre de lancement repose sur un serveur bi Xeon 2660 v1 avec 64 GB de RAM, 480 GB de SSD, une carte réseau 10 Gbps, une interface de management, 1 an de garantie pour 750 $US, livrable un peu partout sur la planète. Globalement cela représente une économie d'environ 40% sur les systèmes par rapport à une machine neuve sur une période de trois ans en incluant les coûts de l’énergie et le surplus de hardware nécessaire pour réaliser les tâches avec une charge moyenne de 50% sur les serveurs.


Ces machines peuvent être très efficaces sur des workload adaptés, et on souhaite sincèrement reculer au plus tard leur démantèlement définitif. Nous ne pourrions lancer ce type d'offres sans l'approche d'ouverture de leurs designs, qui induit notre capacité de les réparer et de les valoriser. Elles ne connaitront peut-être pas un franc succès en Europe, mais j'aurai moins l'impression que ces "rebuts" ne soient pas utilisées à 200% de leur possibilité par négligence. 


On s'est vite rendu compte que la plupart des offres des hébergeurs bas coûts reposaient sur cette approche et qu'au final ils disposaient de canaux d'approvisionnement non accessible aux PME, et/ou aux datacenters internes aux entreprise, en gérant par eux mêmes le reconditionnement et le risque. Sans compter sur le fait qu'ils n'ont que peu la capacité de réparer les systèmes lorsqu'un problème provient de la carte mère en utilisant du hardware propriétaire et que l'objectif de notre projet réside dans l'atteinte d'un taux de reconversion de 100% de ces "déchets" en intégrant dès la conception des systèmes la possibilité de leurs donner deux a trois vies. 


C'est un projet naissant, dans lequel je crois personnellement, et sur lequel je voulais échanger avec vous. Merci d’être arrivé à la fin de ce journal, et n’hésitez pas à commenter, et/ou penser reconditionnement dans la gestion de vos achats. On peut faire marcher encore longtemps ces machines sans que leur empreinte carbone ne soit folle et on aura peut-être entre temps trouvé de meilleurs moyens que de bruler leur PCB pour les recycler. 
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