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Bonsoir à tous,


Apres avoir écris quelques journaux sur le projet Open Compute auquel je participe activement, je souhaitais partager avec vous les avancées du projet RuggedPOD !


RuggedPOD (http://ruggedpod.qyshare.com) est un projet de chassis serveur outdoor. Le projet se déroule sous licence Open Compute, il est donc libre et chacun peut y participer. Les outils de développements sont justes un peu différents de ce que nous connaissons habituellement, même si les codes des firmwares sont sous GPL et dispo sur un serveur git qui fonctionne sur le site du projet.


L'outil principal est upverter qui nous permet de développer la partie électronique du projet. Le second sur la mécanique est Solidworks et pour finir nous utilisons Flotherm pour la modélisation thermique.


En y réfléchissant tous ces logiciels sont propriétaires. Alors pourquoi ne pas utiliser FreeCAD, gEDA et …. (je ne connais pas logiciels de simu thermique libre). Simplement parce que ces softs ne disposent pas encore des fonctionnalités dont nous avons besoin notamment autour du travail collaboratif (l’équipe de dev est éclatée). FreeCAD semble être très prometteur et nous essayons d'orienter les développeurs. gEDA (on l'utilise intensément sur nos projets internes) mériterait une interface web, mais elle n'est pas encore dispo et le dev du soft est lent. Alors c'est simple de critiquer mais pourquoi ne pas faire nos propres logiciels ou implémenter les fonctionnalités ? Simplement parce que les objectifs du projet RuggedPOD restent tout d'abord de supprimer les datacenters et de mettre en avant une informatique plus respectueuse de l'environnement en faisant fonctionner nos bonnes viennent machines à l'air libre sans clim. On s'attaquera au problème soft après. 


Cela ne veut pas dire pour autant que nous n'utilisons pas de logiciels libres. Le site de RuggedPOD fonctionne sous qyshare, qui se transforme de plus en plus en couteau suisse du développement matériel en intégrant un viewer WebGL de fichiers STL par exemple et l'ensemble des outils dont nous avons besoin au fur et à mesure.


RuggedPOD fonctionne bien au stade de prototype, et nous avons décidé d'aller plus loin en essayant de déployer 120 systèmes un peu partout sur la planète pour étudier avec nos premiers utilisateurs comment ceux-ci utilisent les machines et quels sont les apports que cette technologie apporte.


Malheureusement développer du hardware s’avère plus complexe que du logiciel (on s'y attendait), car il nous faut trouver un moyen de financer les prototypes, les rencontres avec nos usagers, et améliorer la technologie. L’équipe regorge d’idée, mais on est en France on a pas un sous.


Il a donc été décidé lors de notre meetup bi mensuel hier de lancer une campagne de crowdfunding pour nous aider à continuer de faire avancer ce projet qui me tient vraiment à cœur. Vous pouvez trouver la campagne ici : http://igg.me/at/ruggedpod


L'argent ne fait pas tout, c'est pourquoi vous pouvez aussi nous aider d'une manière simple en relayant les informations concernant ce projet ainsi que ses objectifs, et en rejoignant l’équipe de développement qui manque aujourd'hui cruellement de devs soft. Les devs vont porter notamment sur la partie firmware du système de remote management avec un CLI, un serveur Web et une interface ReST. Pour le moment le système de remote management se base sur une carte de type RPi, et d'une carte de gestion spécifique au projet.


L'ensemble des membres du projet sont aujourd'hui super fière de ce que nous avons réussi a faire avec nos maigres moyens (pour ceux qui était à l'Open Stack summit, le proto 1 de RuggedPOD était expose sur le stand de Numergy). Alors si vous avez envie d'aider un projet dual n’hésitez pas !


vejmarie

RuggedPOD community member
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