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Glusterfs-server Que se passe-t-il en cas de split brain (conflit de fichiers)


Attention : cet article est un retour d'expérience.

Introduction


Un split brain est une expression indiquant des conflits sur un ou plusieurs fichiers. Ces conflits résultent de modifications sur un même fichier répartis sur plusieurs machines. Les split brain arrivent généralement lorsqu'on utilise deux machines (replica 2) ou que la grappe est réparties de façon homogène sur deux réseaux perturbés par une coupure. Avec glusterfs-server, à part en replica 3 ou en replica 3 arbiter 1 pour ceux chez qui il fonctionne, vous tomberez tôt ou tard sur un split brain. 
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Réparation


NB : Lors de mon essai, après avoir fixé le split brain sur un replica 2, glusterfs-server a commencé à planter plein tube (l'autre machine la voit connecté, mais elle est incapable d'accomplir un “gluster peer status” sans renvoyer “peer status: failed” et ce jusqu'à avoir ré-installé glusterfs-server sur la dite machine et surtout reforgé complètement les clés TLS). Le lendemain le volume a split brain à nouveau et les commandes indiquées ci-bas n'ont menées à RIEN. Si vous le pouvez, n'utilisez pas glusterfs-server.



	
Lancez la fonction heal sur votre volume. (qui sert à ???)




gluster volume heal nomVolume



[image: screenshot-2017_11_23-glusterfs-server_crap_software_bug_during_heal_split_brain]



	Lancez la commande ls -R pour afficher les fichiers éventuellement “cassé”.




ls -R /media/partitionGluster/




	Démontez votre volume.




umount /media/partitionGluster/




	Affichez les éléments.




getfattr -d -m . -e hex /media/chemin/nomVolume




	Forcez la valeur d'un attribut.




setfattr -n nom_attribut -v  valeur_de_lattribut /media/chemin/nomVolume




	Re-montez votre volume.




mount /media/partitionGluster/




	Affichez son contenu pour déclencher automatiquement la fonction heal de glusterfs. (à vérifier ;) )




ls -l /media/partitionGluster/


Retour d'expérience et anecdotes


Pour une raison obscure, la réparation a provoqué l'expiration des clés TLS, j'ai donc dû les reforger.


J'ai aussi du retirer de la grappe une machine accessible en WAN car, bien que cette dernière ne fasse pas partie du raid, la fonction heal ne fonctionnait pas a cause d'un commit qui ne se transmettait pas.


Nextcloud ne fonctionnait plus du tout sauf sur un nom de domaine où, pour une raison obscure, on pouvait encore se connecter à la WEBUI sauf si on avait tenté de se connecter depuis les autres hostname (dans quel cas il fallait supprimer ses cookies avant de ré-essayer). Les montages davfs2 et les clients de synchronisation continuait de fonctionner et ce malgré que les comptes ne pouvaient plus se connecter à la WEBUI.


Nextcloud a enchaîné plein de bug assez surprenant ainsi que des lags bien relou.

Farm Link



	Steps to recover from File split-brain.
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EPUB/aa296a5104a54b800a7e2f30d0f0c4166211bec869f758fb92ccac44.php
root@m — : /home /s # gluster volume heal == .=Cloud

Launching heal operation to perform index self heal on volume ===Cloud has been successful
Use heal info commands to check status

root@m— mm: / home /mu— # gluster volume heal “wmCloud info

~=wmCloud: Not able to fetch volfile from glusterd
Volume heal failed.
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14aa5a2255fceb55dbc393c937ef2all-styles.css.gzip
14aa5a2255fceb55dbc393c937ef2all-systemtags. css.gzip
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2ebef7501e56T2dcc9c86866b7f641d0-share.css.gzip

b18b41783635dee2ac4140f2d4123550-header.css.gzip
b18b41783635dee2ac4140f2d4123550-server.css.gzip
b18b41783635dee2ac4140f2d4123550-share.css.gzip

b18b41783635dee2ac4140f2d4123550-styles.css.gzip

b18b41783635dee2ac4140f2d4123550-systemtags. css.gzip

d94b8d05196d45b7f3bab64cofeaafede-header.css.gzip
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d94b8d05196d45b7f3bab64cOfeaafede-styles.css.gzip
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14aa5a2255fceb55dbc393c937ef2all-share.css.gzip
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@ splitbrain IND @OQ & =

Internal Server Error

The server encountered an internal error and was unable to complete your reques

Please contact the server administrator if this error reappears multiple times, please include the technical details below in your
report
More details can be found in the server log

/var/log/apache2/error.log 1

Y96uCDTNNUXht6Bnf8Qc" , "level”:3, "time" 2T22:05:06+00:00", "remoteAddr": "10.8. @=", "user" ;' @ ", "app" : "PHP"
GET","url":"\/index.php\/apps\/files\/", "message": "touch(): Unable to create file \/media\/ w\/dataNextcloud\/appda
ta_ocyixqqqqjsc\/css\/core\/ff010c20b90821aaf771d1b56e2bc636-server . css [because Input\/output error]at \/var\/www\/html\/services\/cl

oud\/1ib\/private\/Files\/Storage\/Local.php#199", "userAgent”:"Mozilla\/5.6 (Windows NT 6.1; rv:52.0) Gecko\/20100101 Firefox\/52.0"
"version":"12.0.3.3"}

"method” : "GET", "url": "\/index.php\/apps\/files\/", "message": "touch(): Unable to create file \/media\/& =\ /dataNextcloud\/appda

ta_ocyixqqaqjsc\/css\/core\/ff010c20b90821aaf771d1b56e2b: .deps [EEEROTMAVANTEIRRT at \/var\/wan\/html\/service

s\/cloud\/lib\/private\/Files\/Storage\/Local.php#199", "userAgent”: "Mozilla\/5.0 (Windows NT 6.1; rv:52.0) Gecko\/20100101 Firefox\/5
" mver X "

{"reqId":"y96uCDTNNUXht6Bnf8QC" , "level”:3, "time": "2017-11-22T22:05:06+00:00", "remoteAddr" : "10.8. @', "user" : " gm=m ", "app" : "PHP"

Exemple de split brain de glusterfs avec des fichiers nécéssaire a l'interface web de Nextcloud. i






